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Preface 
 

 
Automated extraction of topographic objects from remotely sensed data is an important topic 
of research in Photogrammetry, Remote Sensing, GIS, and Computer Vision. This joint 
conference of ISPRS working groups I/2, III/2, III/4, III/5, and IV/3, held at Technische 
Universitaet Muenchen (TUM), discussed recent developments, the potential of various data 
sources, and future trends both with respect to sensors and processing techniques in 
automatic object extraction. The focus of the conference lay on methodological research. 
 
The conference addressed researchers and practitioners from universities, research 
institutes, industry, government organizations, and private companies. The range of topics 
covered by the conference is reflected by the cooperating ISPRS working groups: 
 

 SAR and LIDAR Systems (WG I/2) 
 Surface Reconstruction (WG III/2) 
 Automatic Image Interpretation for City-Modelling (WG III/4) 
 Road Extraction and Traffic Monitoring (WG III/5) 
 Automated Geo-Spatial Data Acquisition and Mapping (WG IV/3)  

 
Prospective authors were invited to submit a full paper of maximum 6 pages and we received 
49 papers for review. The presented papers have undergone a rigorous “double blind” review 
process of full papers, with a rejection rate of 30%. Each paper was reviewed at least by 
three members of the program committee. Accepted papers (34) and one invited paper are 
published as printed proceedings in the IAPRS series as well as on CD labelled as "Part A". 
Only a subset of these papers could be presented orally due to the single track design of 
PIA07 and the generous time slots for intensive discussion.    
 
Authors who intended to present application oriented work that was in particular suitable for 
interactive presentation were invited to submit an extended abstract. A group of the program 
committee selected 32 out of 55 contributions for presentation. Accepted contributions based 
on abstract review were invited to submit full papers which are published on CD labelled as 
"Part B". 
 
In total, we received contributions from authors coming from 26 countries. The proceedings 
include 66 papers from authors coming from 19 countries. There were 7 oral sessions with 
altogether 20 papers and two interactive sessions where 46 papers were presented. 
 
Finally, the editors wish to thank all contributing authors and the members of the Program 
Committee. In addition, we like to express our thanks to the Local Organising Committee, 
without whom this event could not have taken place. Konrad Eder and Christine Elmauer did 
a great job in arranging the event. Ludwig Hoegner was very helpful especially with the 
management of the ConfTool. The final word processing of all incoming manuscripts and the 
preparation of the CD by Dominik Lenhart is gratefully acknowledged. Jens Leitloff organised 
the internet connection during the PIA07 event. 
 
Munich, August 2007  
 
 
 
Uwe Stilla, Helmut Mayer, Franz Rottensteiner, Christian Heipke, Stefan Hinz 
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AUTOMATIC NON PARAMETRIC PROCEDURES FOR TERRESTRIAL LASER POINT 
CLOUDS PROCESSING 

Alberto Beinat, Fabio Crosilla, Domenico Visintini, Francesco Sepic 

Department of Georesources & Territory, University of Udine, via Cotonificio, 114 I-33100 Udine, Italy 
alberto.beinat@uniud.it; fabio.crosilla@uniud.it; domenico.visintini@uniud.it; sepic@dimi.uniud.it 

KEY WORDS: Laser scanning, detection, registration, segmentation, classification. 

ABSTRACT 
The paper deals with the registration and modelling of terrestrial laser point clouds. For both problems a non parametric regression is 
suitably exploited, whose unknowns are the function values and the partial derivatives of a second order Taylor’s expansion 
estimated for a certain number of surface points. These allow to directly estimate local curvatures, namely Gaussian, mean and 
principal values. Relating to the registration problem, tie points are automatically detected from point clusters having extreme 
Gaussian curvature values. The centroids of such clusters generate a vertexes configuration: the point to point correspondences are 
automatically defined by the analysis of the respective adjacency matrices. For these sets of pairs, the pre-alignment roto-translation 
parameters are computed by a SVD algorithm, while the final alignment is executed by an ICP method. The paper further proposes a 
method to directly detect the discontinuities (segmentation) and to successively estimate the parameters for each recognized surface 
(classification). For both goals, the algorithm exploits again the curvature values: the discontinuity contours are characterized by 
points having mean curvature greater than a threshold, while classification is performed by a cluster analysis of points having 
homogeneous curvature values. Some numerical examples show the proper applicability of the proposed method for coarse and fine 
registration of different scans, for edge detection, and for surface primitives classification. 
 
 

1. INTRODUCTION 

As well-known registration, segmentation and classification are 
three main phases of laser data processing once different point 
clouds are available for a certain object. To automatically carry 
out these phases in a sequential way, a non parametric 
analytical technique is proposed in this paper (section 2). 
About the registration, a hybrid technique, to automatically 
execute the alignment of close range point clouds by evidencing 
their morphological singularities, is presented (section 3). The 
method is developed by studying the local Gaussian curvature 
values, computed from the partial derivatives of the Taylor’s 
expansion, by running a clustering procedure of points having 
extreme curvature values, and finally by determining the 
centroids of each cluster. For every point cloud, the centroids 
generate a vertexes configuration. Once the centroids set of 
pairs are identified, the pre-alignment roto-translation is 
estimated by a SVD algorithm. The refined alignment is 
completed by a variant of the ICP method. 
In order to reconstruct the geometric primitives embedded in 
the point cloud, the paper further proposes a method to directly 
detect the discontinuities (segmentation) and to successively 
estimate the surface primitives of each recognized object 
(classification). For both aims, the algorithm exploits the local 
curvature parameters. Slope discontinuities of the surfaces are 
evidenced by studying the values of the mean curvature (section 
4). The procedure allows to automatically identify the band of 
points corresponding to such edges, since characterised by 
mean curvature values greater than a fixed threshold. 
Within each volumetric primitive, a region growing method is 
accomplished (section 5). Points belonging to the same feature 
model are characterised, first, by a strict correspondence among 
the measured height values and the estimated ones, second, for 
plane surfaces, by a constant value of the first order partial 
derivatives, and third, for curvilinear surfaces, by a constant 
value of the Gaussian and mean curvatures. Finally a forward 
search procedure allows a robust and refined classification of 
the remaining points belonging to the studied primitives. 

Some numerical examples show the proper applicability of the 
proposed method with simulated and real noisy data (section 6). 

2. APPLICATION OF A NON PARAMETRIC 
REGRESSION MODEL 

As already mentioned, the fundamental steps of the cloud 
registration and the shape reconstruction mainly exploit the 
same analytical model based on a nonparametric regression. 
The main advantage of this approach consists in its full 
generality, since it does not require any a priori knowledge of 
the point geometry or the analytical function of interpolation. 

2.1. Estimation of local surface parameters 

Let us consider the following polynomial model of second order 
terms (Cazals and Pouget, 2003): 

 j
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where the coefficients and the parameters are locally related to 
a measured value jZ  by a Taylor’s expansion of the function 
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with ii Y,X  and jj Y,X  plane coordinates of points i and j. 

The parameters ia  (i ≠ 0) are the first and second order partial 
derivatives along X,Y directions in the i-th point of the best 
interpolating local surface, collected in the vector: 

 [ ]T543210 aaaaaa=β  
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where 0a  is the estimated function value at point i. 
The weighted least squares estimate of the unknown vector β  
from a limited number of p neighbour points results as: 

 QzXQXXβ T1T )(ˆ −=  (2) 

where (for j = 1, …, p): 
• X is the coefficient matrix, with p rows as: 

 [ ]22
j vuvuvu1=X  

• Q is a diagonal weight matrix defined by a symmetric 
kernel function centred at the i-th point, with diagonal 
elements as: 

 [ ]33
ijij )bd(1w −=  for 1bdij <  0wij =  for 1bdij ≥  

where ijd  is the distance between the points i,j and b is the half 
radius of the window encompassing the p closest points to i. 
The value of b, rather than the kernel function, is critical for the 
quality in estimating β . In fact, the greater is the value of b, the 
smoother the regression function results, while the smaller is 
the value of b, the larger is the variance of the estimated value. 
As last remark, to apply the second order Taylor expansion (1), 
the coordinate Z must be univocally defined by X,Y 
coordinates. This is always true for aerial laser data, where the 
laser strips are all aligned and geo-referenced e.g. in E,N,H 
coordinates, while for terrestrial data the scans geometry is 
more complex. Each point cloud has a different local X,Y,Z 
reference system, the scans can be panoramic in azimuthal 
plane and, for some laser devices, quasi-panoramic in the 
zenithal plane, i.e. with points in the entire direction sphere. To 
avoid ambiguous cases, it is thus necessary to share the cloud in 
more sub-clouds. Moreover, it could be necessary a permutation 
among X,Y,Z coordinates in order to assume, as Z-axis for (1), 
the direction whose Z values results better expressed as function 
of the X,Y ones. In other words, points displaced onto quasi 
“vertical” surfaces are not well modelled by expansion (1). 

  
Figure 1: Simulated laser points of the curvblock-1 model 
coloured by iZ  values (at left) and by 

i0i ZZ −  (at right). 

Figure 1 reports the simulated scan curvblock-1 as example 
throughout the paper: it comes from the OSU Range Image 
database (Ohio State University) and has been also 
experimented by Alshawabkeh, Haala and Fritsch (2006). In 
Figure 1 at left, the points are coloured by the original iZ  
values, since no coordinate permutation is required. At right, 
the same points are coloured by 

i0i ZZ −  absolute values, 
explainable as the smoothing effect of the regressive 

interpolation: the external edges of the object clearly appear, 
while the internal ones are not significantly recognised. 

2.2 Computation of local curvatures values 

For the local analysis of a surface S obtained from a point 
cloud, a great support is provided by geometric quantities 
coming from differential geometry, in particular by local 
Gaussian, mean and principal curvatures values. These ones 
can be obtained from the so-called “Weingarten map” matrix A 
of the surface S (e.g. Do Carmo, 1976), that is given by: 
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where E, F, and G are the coefficients of the so-called “first 
fundamental form”, obtained from the parameters estimated by 
(2) as follows: 
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e, f, and g are the “second fundamental form” coefficients, as: 
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The Gaussian curvature K corresponds to the determinant of A: 

 2

2
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The mean curvature H can be instead obtained from: 

 
)FEG(2
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The principal curvatures kmax and kmin, corresponding to the 
eigenvalues of A, are given instead from the solution of the 
system 0KHk2k 2 =+− , i.e. from KHHk 2

maxmin, −±= . 

  
Figure 2: Points coloured by K (at left) and by H values (at right). 

Further usable relationships for the curvature values are: 
maxmin kkK =  and 2)kk(H maxmin += . 

It is interesting to observe in Figure 2 how, thanks to the 
different geometrical meaning, the Gaussian curvature K (at 
left) can be mainly exploited for the point clouds registration, 
while the mean curvature H (at right) for the edge detection. 
Summarizing, for each i-th laser point, four local curvature 
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values K, H, kmax and kmin can be automatically obtained as 
functions of the vector β  terms. Furthermore, such curvatures 
are invariant to the reference frame rotations, providing a very 
important property in analyzing the surface shape. 

3. POINT CLOUDS REGISTRATION 

3.1 Vertexes detection by means of the K curvature values 

Once the Gaussian curvature K values are determined by (4) for 
all the sampled points, it is worthwhile to consider those having 
extreme absolute values, represented in Figure 2 at left with 
blue and red dots: they are the “vertexes” of the scanned object. 
Such points, automatically detected, can be exploited as “tie 
points” for registration purposes. More properly, since clusters 
of points with extreme K values will be found, the mean of their 
3D coordinates (the centroid) is considered. The set of thus 
determined centroids constitutes the first point configuration to 
submit to a correspondence search. This process is repeated for 
all the clouds that have to be registered, defining in this way a 
series of centroid configurations. 

3.2 Automatic feature matching and labelling 

The centroids identified at step 3.1 form a set of possible 
candidates to be homologous points of adjacent clouds. The 
next step consists in the recognition of topological relationships 
existing among the clusters (labelling problem). 
Let us consider two partially overlapped point clouds, from 
which two sets p and q, respectively constituted by m and n tie 
points, have been individuated, as represented in Figure 3. 
The problem consists in defining the intersection p∩q, and in 
automatically finding out, within the intersection, the probable 
correspondences between the tie points of the sets p and q. 

  
Figure 3: Vertexes detected for curvblock-1 and curvblock-2. 

First of all, we assume that no scale variation exists between the 
coordinate systems of p and q. This simplified hypothesis is 
correct according to the purpose of this operation. The 
implemented method runs in the following way: 
1. Let us consider { }m1 p  ... p=p  the arbitrary m points 

configuration. The m×m symmetric adjacency matrix pD  
of this configuration contains among its terms the Euclidean 
distance ji

p
j,i ppd −=  between points ip  and jp . 

2. In the same way, for the arbitrary n points configuration 
{ }n1 q  ... q=q , the n×n adjacency matrix qD  is defined. 

3. The row of maximal asymmetry p
max id  is searched in pD  

(or in qD ), whose distinct elements, ordered in terms of 
magnitude, present the “maximal minimal difference”, i.e.: 
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
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This search minimizes the possibility of ambiguous 
geometrical configurations. 

4. In the row p
max id  of maximal asymmetry, the greatest 

element [ ]p
max i

p
max j,i maxd d=  is identified. Next step 

consists in searching { }kl,k;dd:d p
l,k

p
max j,i

p
l,k <∀∀ε≤−=  

in qD , where ε is a prefixed tolerance. The satisfying 
values k,l are stored into a pointer array, i.e. the list of the 
possible pairs )q,q( lk  corresponding to maxji )p,p( . If 
this set is empty, the search is repeated considering the next 
component to p

max j,id  in terms of magnitude. 

5. The various pairs of possible correspondences )q,q( lk  are 

orderly considered. For each row of qD , where one of the 
correspondence pairs is present, the equivalence of the 
remaining elements of the same row with respect to the 
possible elements of p

max id ,within a fixed tolerance, is 

verified. This allows to generate a binary table, of size m×n, 
where the elements express the possible correspondence 
among the points of p and of q, according to the initial 
choice for i max and k, respectively. 

6. If this table has at least two not null elements, a cross-
validation of all the possible correspondences is carried out. 
This is performed verifying the equivalence among all the 
remaining distances defined by point pairs of p and 
analogous point pairs of q, inserted into the table. 

7. This process is repeated for each pair )q,q( lk  identified at 
sub-step 4, adopting the pair generating the largest number 
of valid correspondences between p and q. 

A set of implemented tests, makes it possible to solve 
ambiguous situations. In the next version, to evaluate the 
correspondence point degree, some attributes associable to the 
points (e.g. curvatures), will be employed. 

3.3 SVD pre-registration 

Thanks to the pairs of tie points, identified and related by steps 
3.1 and 3.2, two matrices of corresponding point coordinates 
are obtained. Translations and rotations (without the scale 
factor), to transform the coordinates of a point cloud onto 
another one, are determined by applying the SVD method. 

3.4 Registration refinement by ICP 

Once the pre-registration is obtained, the process is completed 
by ICP. In our case, a basic version of the method proposed by 
Besl and Mc Kay (1992) has been implemented, updated by 
some variants proposed in the literature. 
 
The procedure is here described in the essential way, referring 
to Beinat, Crosilla and Sepic (2006) for the details. 
In performing the registration of three curvblock scans, after the 
detection 3.1 of the tie points reported in Figure 3, the point 
matching 3.2, the pre-registration 3.3, and the refined 
registration 3.4 have provided a global model with a very good 
congruence. It is represented in Figure 4, where curvblock-1 is 
coloured in blue, curvblock-2 in green, and curvblock-4 in red. 
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Figure 4: Resulting curvblock from a three clouds registration. 

4. POINT CLOUD EDGE DETECTION 

Once the laser points have been merged into a unique cloud, the 
incoming problem is the extrapolation of the geometric shape of 
the surveyed objects with the maximum level of automation. 
This topic represents the main challenge dealing with the laser 
scanning technique, namely the maintenance in the data 
processing of the extraordinary automation level of the data 
acquisition. In this sense, the different expressions used in 
literature as edge detection, object recognition, shape 
classification, and surface reconstruction can be considered as 
complementary approaches of the same more general problem, 
defined as “automatic interpretation” of the laser data. This is 
not a trivial topic and the difficulty grows if we consider noisy 
mid-long range laser data rather than precise close range ones. 
In addition, scenes as typical in architectural surveying are 
more complex than in the industrial environments, since lots of 
single objects or irregular surfaces occur. 

4.1 Edge detection problems: kinds of discontinuity 

From the mathematical point of view, the discontinuities of a 
)Y,X(Z f=  surface can be as follows: 

D0: Step discontinuity: the Z values of a significant number of 
points displaced along a certain X,Y direction present a 
jump (i.e. the C0 continuity is not fulfilled); 

D1: Slope discontinuity: the inclination values of a C0 surface 
change locally (C1 continuity is not satisfied); 

D2: Curvature discontinuity: one of the principal curvatures of 
a C1 surface changes locally (C2 continuity is not granted). 

The difficulty in detecting such discontinuities increases with 
the rank, anyway the term “edge detection” is mainly thought as 
the D1 slope discontinuities search. Furthermore, dealing with 
objects surveyed from a lot of scan positions, the happening of 
D0 discontinuities normally disappear. 

4.2 Analytical and geometrical methods of edge detection 

From the methodological point of view, the edge detection 
problem can be carried out by (at least) three methods, 
classified as “analytical direct”, “analytical indirect” and 
“geometrical by decimation”. 
The algorithms involving surface interpolations by any 
analytical function belong to the first class. These have the 
common property to provide one or more local numerical 
values directly revealing singularities in the laser cloud. 
Interesting models have been proposed by the research groups 
of the Technical University of Wien (Briese, 2006) and the 
University of Stuttgart (Alshawabkeh, Haala and Fritsch, 2006). 
The methods belonging to the second family deal instead, first 
of all, with the suitable estimation of continuous surfaces better 
interpolating the laser cloud. Only in a second step, the D1 and 

D2 edges are detected by considering the space intersection of 
such surfaces or simply analyzing to which surface each point 
has been assigned. An analytical procedure proposed by the 
authors for the classification and the segmentation of laser data 
(Crosilla, Visintini and Sepic, 2005, 2007) belongs to this class. 
As general consideration about direct or indirect methods, their 
most critical characteristics are the requirement of high quality 
laser data, falling down the efficiency in presence of noisy data, 
and the modeling complication when a large numbers of 
parameters have to be estimated. 
With a geometric approach, implemented in many commercial 
software of solid modelling, a TIN mesh is engaged. In this 
way, the numerical processes applied, as the smoothing and the 
decimation, regards the optimization of the mesh and does not 
involve the coordinate points; so this method can be defined as 
“geometrical”. For this reason, the D1 edge detection is not thus 
a straight goal of this approach, anyway the edges are strongly 
correlated with the result of a process of vertex decimation: in 
fact, they well correspond to the so-called “feature edges” of 
the triangles remaining after the decimation. Interesting 
methods are reported in computer vision literature (e.g. 
Garland, 1997). 
As reported before, the analytical indirect method proposed, 
allows detecting the surface primitives from an undistinguished 
laser cloud. It proceeds in the four following steps: 
1. Estimation of a local surface by a non parametric Taylor’s 

expansion (as seen in subsection 2.1); 
2. Computation of Gaussian K, mean H and principal kmax and 

kmin local curvatures (as reported in subsection 2.2); 
3. Raw segmentation of the cloud in homogeneous clusters by 

a region-growing method considering also curvature values; 
4. Refined segmentation of the raw clusters by a robust 

parametric regression for each cluster, so estimating the 
parameters of the various interpolating surfaces. 

Focusing the attention to the detection of the three kinds of 
discontinuity, the following strategy is proposed: 
• D0 edges: by checking if the 

i0i ZZ −  absolute value is 
greater than a fixed threshold, as seen in Figure 1 at right. 

• D1 edges: by evaluating if the H absolute value is greater 
than a fixed threshold; the threshold value, as for D0, is 
fixed considering the noise and the density of the data. 

• D2 edges: by estimating the surfaces and by considering the 
sign and the values variation of K and H. 

Nevertheless, the points detected in the previous way must be 
geometrically significant, that is a certain number of points 
displaced within a small buffer volume lengthened in one 
direction should be found. Furthermore, to transform such 
points in a vector 3D polyline, a suitable chaining or a space 
interpolation has to be applied. 
A rearrangement of the four steps method is now proposed. To 
detect D1 edges, one more analysis is performed after the 
second step (see subsection 4.3). In this way, the procedure 
becomes a direct method of edge detection. Steps 3. and 4. are 
instead carried out to detect D2 edges, since these curvature 
discontinuities are found in indirect mode by applying a robust 
parametric model (see section 5): thanks to this approach, the 
reliability of the achieved detection should be satisfactory. 

4.3 D1 detection by means of the H curvature values 

The attention is now focused onto the estimated values of the 
local mean curvature H. The analysis of H values, proposed by 
the Stuttgart School (Alshawabkeh, Haala and Fritsch, 2006) 
exploits the property that such index is closely related to the 
first variation (slope) of a surface area that locally well reveals 
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possible D1 edges. Since H is the average of kmax and kmin, it is 
numerically slightly less sensitive to the noise with respect to K 
curvature, which is instead the product of kmax and kmin. 
Extreme absolute values of H are therefore searched: this point 
buffer volume so reveals the D1 edges we are looking for. 

Figure 5: Extreme values H corresponding to possible edges. 

This criterion has been implemented in a routine that paints by 
pink colour the points with H absolute value greater than a 
threshold, so evidencing the D1 edge zones, as in Figure 5. 

5. SURFACE SEGMENTATION AND CLASSIFICATION 

As mentioned before, D2 edges are the most difficult elements 
to automatically detected, especially with noisy data. To this 
aim and when the main interest of the surveyor is anyway about 
the overall surface rather than its local discontinuities, efficient 
methods for its segmentation and classification assume the main 
importance in the whole flow-chart of data processing. 

5.1. Raw surface segmentation by a region-growing method 

Analyzing the sign and the values of K and H, a preliminary 
clustering of the whole cloud is made possible. Each surface 
can be classified into one of the following basic types (see 
Table 6): hyperbolic (K < 0), parabolic (K = 0 but H ≠ 0), 
planar (K = H = 0), and elliptic (K > 0). 

Table 6. Classification of surfaces according to the values of 
Gaussian K and mean H curvatures (from Haala et al., 2004). 

This allows to classify the various volumetric primitives and to 
define a priori the polynomial degree of the parametric model to 
apply for the refined segmentation (step 5.2). 
Hence, to classify and segment the dataset, a region growing 
method is applied, starting from a random point not yet 
belonging to any subset. The surrounding points having a 
distance less than the bandwidth b are analysed, by evaluating 
the values of the estimated height i0Z  and the values of K and 
H. If the neighbour points present difference values within a 
threshold, fixed according to the noise level, then they are 
labelled as belonging to the same class and putted into a list. 
The same algorithm is repeated for each list element, till this is 
fully completed. Afterwards, the procedure restarts again from a 
new random point, ending when every point has been analysed. 
Summarising, a first raw segmentation of the whole dataset is 
carried out in this way: hence, each cluster represents an initial 
subset to submit to the next refining segmentation step 5.2. 

5.2. Refined surface segmentation by a parametric model 

Previous authors papers report in detail this step (Crosilla, 
Visintini and Sepic, 2005, 2007): it is based on the application 
of a Simultaneous AutoRegressive (SAR) model to describe the 
trend surface of each point cluster, and on an iterative Forward 
Search (FS) algorithm (Cerioli and Riani, 2003) to find out 
outliers. Starting from a cluster detected as in step 5.1, the FS 
approach allows a robust estimation of the SAR unknown 
parameters. At each iteration, one or more points are joined 
according to their agreement with the surface model. If some 
statistical diagnostics reveal an incoming outlier, the growing 
process is interrupted: the surface is so bounded, hence a 
refined segmentation is achieved. 
Figure 7 shows for curvblock point cloud the correct result of 
the classification, that is one cylinder face (K=0, H>0), twelve 
planes (K=0, H=0), and the refined segmentation of the model. 

Figure 7: Classification and refined segmentation of the 
different surfaces: cylinder in red, plane faces in other colours. 

6. NUMERICAL EXPERIMENTS 

The numerical testing of the proposed procedures has been 
carried out with satisfactory results for the curvblock model 
scans and for other synthetic objects of the OSU Range Image 
database. Only some brief comments about the two models 
depicted in Figure 8 are reported in this paper. 

  
Figure 8: D1 Edges detected for block2 and for bigwye model 

The block2 model (at left) has been joined by registering five 
partial clouds, exploiting its various vertexes detected by K 
values analysis. The global point cloud results correctly 
registered, anyway a central part without points remains for the 
incompleteness of the data, so yielding a D0 discontinuity. The 
detection of D1 edges by evaluating H values is completely 
fulfilled and, since all the surfaces are planes, steps 5.1 and 5.2 
have not been carried out. 
Model bigwye (at right) is instead constituted by curved 
surfaces: the D1 detection has been correctly accomplished as 
well as the classification 5.1 as cylinders with values H < 0. 
Last but not least, to test the method in noisy conditions, some 
experiments have been performed onto real data acquired with a 

In: Stilla U et al (Eds) PIA07. International Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences, 36 (3/W49B)
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

5



 

Riegl Z360i laser system onto the façade of the baroque Church 
of Saint Ignatius in Gorizia (Italy). Figure 9 evidences, within 
more than 500.000 laser points, those having extreme K values, 
well corresponding to vertexes of the architectonic elements of 
the façade, and exploitable for registration purposes. 

Figure 9: Real points with extreme K values (blue < 0, red > 0). 

Figure 10 shows instead the points with extreme H values, well 
congruent with the vertical and horizontal edges of the façade. 

Figure 10: Real points with extreme H values (blue < 0, red > 0). 

The results of this D1 edge detection appear quite satisfactory, 
particularly in comparison with those geometrically achieved 
by commercial software implementing TIN decimation tools. 

7. CONCLUSIONS 

The paper reports a sequential non parametric procedure, 
mainly based on local estimation of second order Taylor’s 

expansion partial derivatives, to automatically perform 
registration, segmentation and classification of laser clouds. 
The estimated curvature values allow the automatic detection of 
singularities in the clouds: registration tie points are evidenced 
by analyzing the local Gaussian curvatures, while segmentation 
edge points result by evaluating the mean curvatures. 
The obtained results, for synthetic and real noisy laser data, 
emphasize the capability of the method proposed for the 
processing of terrestrial laser surveys. 
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ABSTRACT: 
 
We present the novel THelix 3D mapping system running on the LIMEZ III measurement train which is able to record clearance 
data and visual information about the surroundings of railway lines at velocities up to 100km/h. Due to a unique integration of 
complementary optical sensors and a sophisticated data management, the system provides comprehensive geometrical information 
about all trackside objects in both, global and local co-ordinates. A new and extremely fast close range laser scanning arrangement, 
stereo photogrammetry images, light sheet technology, GPS/INS and forward view laser scanning are combined to overcome the 
typical disadvantages of each single method. All geometric results are registered automatically to track centre, enabling the 
calculation of the closest profile within 0.1m in real time. Stereo photogrammetry complements the laser scanner point cloud for 
missed objects. The result is geometrical and texture information acquired from different perspectives. 
The presented system is quite a universal close range 3D measurement system suitable for many mobile mapping applications. A 
similar system mounted on a car might be used for large area 3D mapping in roads without obstructing normal traffic. The results 
can be used to complement aerial city models (LoD 2) with realistic façade information in order to build large area LoD 3 models. 
 
 

1. INTRODUCTION 

1.1 Clearance Gauge Measurements 

Clearance gauge measurement of railway lines is crucial for 
safe operation with regular trains and even more for oversized 
loadings. Even small objects extending into the allowed 
clearance and small displacements of the track may cause 
considerable damage. In any case disturbance of the regular 
service due to data recording should be avoided if possible. This 
can only be achieved if the measurement trains are able to 
speed up to at least 100 km/h so that they are allowed to enter 
even high speed lines.  This application therefore requires 
gapless 3D measurement, documentation and visualization of 
the track ambience at high acquisition speed. 
 
The THelix measurement system (THelix stands for travelling 
helix, describing the movements of the laser spots) was 
designed by Metronom Automation Gmbh, Mainz, FTI 
Engineering Network GmbH, Dahlewitz, and Fraunhofer 
Institute for Physical Measurement Techniques for the Deutsche 
Bahn AG in order to generate a 3D and visual documentation of 
the complete German railway network of about 40,000km once 
a year. Measurement quantities are the clearance profile with 
reference towards track centre of all objects within a distance of 
±3m along the track (including signs) with an accuracy of 
±20mm (3σ). 3D data is recorded within ±8m, including 
distance, height, gauge and cant of the adjacent track. 
Additionally, gauge and cant of the track under test and vehicle 
position in global co-ordinates are acquired. 
 
Several approaches for clearance measurement were published 
in the past (Blondeau, 1999; Meixner 2002; Cybernetix 2003; 
Blug 2004). All of them apply optical measurement principles, 
and optics still meets the users’ demands best. However, none 
of the known and applicable measurement principles satisfies 
all the requirements of modern railway lines.  

 

Fig. 1: 3D mapping system on the measurement train. 
Components: GPS/INS system (a, f), video and stereo 

photogrammetry system (b), twin head laser scanners (c, g), 
forward looking scanners (d, e), track reference (h). 

 
1.2 Other Applications 

Regarding its components, the system is very similar to other 
mobile mapping systems used on the road (Gräfe 2003; Haring 
2005). It delivers globally and locally referenced geometric and 
texture information needed for applications such as city 
modelling, terrestrial navigation or disaster engineering, e.g. 
virtual fire fighting. For many applications, a vehicle velocity 

f) 

b) 

c) 

g) 

d) e) 

h) 

a) 
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up to 100 km/h during acquisition is highly advantageous, 
because it allows for cost-effective data acquisition without 
obstruction of the traffic flow. Differences lie in the 
measurement range and in the reference to the road instead to 
the rails and in the evaluation of the data. 
 

2. SYSTEM DESIGN 

Fig. 1 shows the system in front of the measurement train. All 
components are mounted on a single measurement frame 
making it easy to migrate this system, e.g. onto the rear side of 
a car. To meet the clearance profile requirements, state of the 
art stereo photogrammetry was combined with two extremely 
fast laser scanners based on the twin head geometry. 
Additionally, it comprises a GPS/INS system for global 
localization and a sheet of light rail reference system. The 
manual evaluation of the photogrammetric data is supported by 
two forward looking scanners. Some more details can be found 
in Höfler, 2006.  
 
2.1 Track reference system 

 
Fig. 2: Sheet-of-light track reference system 

 
The track reference system (Fig. 2) consists of two sheet-of-
light triangulation systems which are tilted 45° to measure 
horizontal and vertical position of both rails. The horizontal 
field of view is 0.56 m on each side. It measures rail position 
with a frequency of 50 Hz and an uncertainty of ±1 mm for 
horizontal and vertical position. Therefore this system enhances 
the overall measurement uncertainty towards track centre of the 
laser scanners and the stereo photogrammetry system. 
 
2.2 Twin Head Laser Scanners 

Fig. 3 is a CAD drawing of a twin head laser scanner (Blug, 
2004; Blug, 2005; Wölfelschneider 2005). Each scanner 
contains two fibre coupled measurement modules with 
sampling rates of 1 MHz for distance and 4 MHz for intensity. 
The distance is measured using the phase shifting technique 
(Wölfelschneider 2005) with two modulation frequencies 
resulting in unambiguous measurement ranges of about 1.2 and 
20 meters. The laser beams of the two modules are directed on 
both surfaces of a double sided mirror and therefore 
propagating in opposite directions. The angle of the second 
scanner is fixed to 90° towards the first one. Each mirror rotates 
with 278 Hz. Therefore both scanners together acquire 1112 
profiles per second with 3600 distance values and 14400 
intensity values. These specifications allow for a minimum 

object size of less than 30 mm in driving direction at a speed of 
100 km/h. 
 

 
Fig. 3: Twin head laser scanner with two fibre coupled distance 

measurement modules (a, b) on a double sided mirror. 
 
A very critical issue, especially for fast laser scanners, is the 
accuracy of measurement points near edges. There are three 
major limiting quantities: the spot size (which is 5 to 10 mm 
here, depending on distance), the dynamical response of the 
detector on changes in intensity and the response time - or 
bandwidth - of the distance measurement electronics. The 
bandwidth is independent from the sampling rate (here: 
bandwidth is 770 kHz, sampling rate 1 MHz) and a compromise 
between the noise and the response time of the system. Boehler 
published a target to assess the spatial resolution – which is 
similar to the edge quality - of laser scanners working in 
spherical co-ordinates (Fig. 5 in Boehler, 2003). This target 
requires an equal point density in scanning direction (here: 
vertical) and perpendicular to it (here: driving direction) which 
does no apply to the cylindrical scanning symmetry of our 
scanner.  Therefore we constructed a target which combines 
changes in colour with spatial structures. It consists of several 
plates (width 5 cm) with different colours (black, grey, and 
white) mounted 0.6 meters in front of a black wall, half of the 
unambiguous measurement range of 1.2 meters. Therefore, it 
causes the maximum phase shift of 180 degrees for this 
modulation frequency.  
 

 
Fig. 4: Measurement accuracy of two distance measurement 

modules near edges. 
 
Fig. 4 shows the results of the two modules obtained for that 
target in polar co-ordinates. The radii are averaged over 100 
profiles. The standard deviation is given on the right side. A 

a) b) 
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standard deviation of zero means that those points were sorted 
out as uncertain by the point validation algorithm of the 
scanners. The graph shows systematic effects in the range of 5 
to 10 mm an increased standard deviation near edges. The 
maximum number of disregarded neighboured points is two. 
This means, that edges can be measured with an accuracy of 
about ±1 measurement point.  
 

Fig. 5: Measurement deviations on survey points. 
 
In Fig. 5, deviations (3σ) measured from the running train on 66 
survey points are listed in the histogram. The survey points 
were the horizontal and vertical position of the edges of black 
and white cuboids mounted on masts towards track centre. At 
those positions the horizontal and the vertical position of the 
closest point of the track referenced point cloud was compared 
to tachymeter measurements (Leica TCR 407). Train velocity 
varied between 83 and 98 km/h and the smallest curve radius 
was 650 m. The radial measurement distance between survey 
points and laser scanners varied between 3 and 5 m. Therefore 
these deviations contain the uncertainties of single measurement 
points from the laser scanner point cloud, the track reference 
system and the reference measurements (estimated from control 
points to ±5 mm, 3σ). As expected for laser scanners, the 
horizontal positions are slightly better (-18 to 25mm) than the 
vertical ones (-25 to 23 mm), due to the angular resolution of 
the scanner of 0.1°.  
 

 
Fig. 6: Definition of adjacent track parameters. 

 
The use of two scanners in a cylindrical symmetry also allows 
for the exploitation the intensity images for triangulation, which 
is necessary to achieve an accuracy of ±8 mm (3σ) for the cant 
of the adjacent track (Fig. 6). For this purpose, the laser 
scanners are used as cameras with a focal depth defined by the 
width of the laser spots (Fig. 7). 
 

 
Fig. 7: Determination of the adjacent track parameters by 

triangulating the intensity information of the two scanners. The 
dotted lines indicate the angles of the rear rail edges. 

 
For the adjacent track the intensity images of both scanners 
(Fig. 8) are evaluated for the angles of the rail edges by image 
processing whereas the underlying 3D data is used to identify 
the rails within the image. The red lines in Fig. 5 mark the rails 
identified in the underlying 3D data, the blue ones the rail edges 
determined in the intensity images with an angular resolution of 
0.025°. It therefore improves the angular accuracy of the laser 
scanners. 
 

 
Fig. 8: Intensity images of the adjacent track from the lower 

scanner (left) and from the upper one (right). 
 

2.3 Video and Stereo Photogrammetry System 

 
Fig. 9: Carbon base and housing of the video photogrammetry 

system 
 

The video photogrammetry system comprises four 2-megapixel 
monochrome video cameras, mounted on a stable, warp 
resistant and temperature inert carbon base in an air-conditioned 
housing on top of the mounting frame (Fig 9). They group into 
two pairs of stereo photogrammetry systems covering the left 
and the right part of the measurement range, respectively. 
 
Fig 10 shows a schematic of the field of view of the different 
cameras. The measurement range amounts to 8 meters 
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horizontally, 5 meters vertically and 2 meters longitudinally. A 
set of pulsed infrared LED modules provide illumination of the 
measurement range and an intelligent brightness sensor, i.e. a 
fast intelligent CMOS-camera, controls the exposure time of the 
cameras according to the ambient light.  
 

 
Fig. 10: Schematic diagram of the field of view of the two 

photogrammetry cameras 
 
Triggered by a position encoder the cameras simultaneously 
accumulate pictures every 2 meters covering the whole 
measurement range along the track. At maximum speed this 
sums up to 14 sets of pictures per second. They are compressed 
and dumped to disk in real time. The measurement accuracy is 
currently under evaluation. 
 
2.4 Forward view laser scanners 

 
Fig. 11: Top view of the arrangement and the scanning plane of 

the forward looking scanners.  
 
The video system together with the described side view laser 
scanners ensure that no trackside object is ignored. However, to 
identify all objects may be very time consuming if all videos 
have to be watched by an operator during offline data 
evaluation. There is still no image processing algorithm 
available allowing the reliable identification of any imaginable 
trackside object automatically. That is why two additional 
forward looking laser scanners are installed. Scanning plane is 
vertical with an angle of about 10° outwards of the driving 
direction. As sketched in Fig 11, the minimum detectable object 
size d is given by the viewing angle, the scanning frequency 
and the speed of the car. Assuming an angle of 10°, a speed of 

100 km/h and a scanning frequency of 50Hz results in  
d = 100 mm. Therefore, these scanners are able to detect any 
objects with an extension down to 100 mm perpendicular to the 
track, independent of their thickness. Together with the side 
viewing scanner this configuration allows the detection of any 
trackside object and minimizes the time for the offline 
evaluation of the video sequences. 
 
2.5 GPS/INS system 

The system is equipped with most modern GPS and INS 
positioning systems using laser gyroscope, accelerometers and 
differential GPS. The post processing using offline reference 
data leads to a location precision in the few centimetres range. 

 
 

3. DATA PROCESSING 

3.1 Real Time Data Processing 

All laser scanners and the track referencing system are 
evaluated automatically and in real time in order to minimize 
post processing time and the amount of stored data. It also 
enables online visualisation of the recorded data so that the 
operator is able to judge the measurement quality during the 
measurement run. The following steps are carried out: 
 

1. All systems with exception of the GPS/INS align their 
data to a pulse coming every 0.1 meters of travelling 
distance. 

2. The track reference system extracts the position of the 
rails in vehicle co-ordinates. 

3. Both twin head laser scanners calculate the narrowest 
profile within 0.1 meters. 

4. Registration: Transformation of the narrowest profile 
from both scanners to track co-ordinates.  

5. The images of both twin head scanners (Fig. 8) are 
combined and the adjacent track is extracted. Only 
adjacent track parameters are stored. 

6. The forward looking scanners calculate the narrowest 
profiles and count infringements into a predefined 
reference profile. 

7. Visualization of the 3D point cloud, track parameters, 
adjacent track position, and infringements from the 
forward scanners. 

 
The point density of 0.1 meters in driving direction is sufficient 
for visualization of the point cloud. The calculation of the 
narrowest profile in step 3 assures, that the relevant points of 
smaller objects (down to 30 mm in driving direction) are not 
lost. At the same time, the amount of data from the twin head 
scanners is reduced from 70 GB per hour to distance dependant 
amount between 100 MB per km in tunnels and down to 30 MB 
per km on free tracks where large parts of the scan profiles do 
not contain targets within the measurement range. Table 1 lists 
the amount of data stored for a measurement distance of 500 km 
which can be acquired within one day.  
 
Measurement system Amount of data [GB] 
Twin head laser scanners 50,3 
Video documentation 33,6 
Stereo photogrammetry 178,9 
GPS/INS (time dependant, 10h) 1,1 
Total data amount 263,9 

Table 1. Data amount of a 500 km measuring run 
 

PIA07 - Photogrammetric Image Analysis  ---  Munich, Germany, September 19-21, 2007
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

10



 

3.2 Post Processing 

 

 

 
Fig. 12:  Video documentation image (top); 3D point cloud 

from 500 profiles or 50 m (second); 2D view of the blue 
profiles from the 3D point cloud (third); infringement statistics 
with the number of points inside of a reference profile (bottom). 
The red points of the point cloud lie inside the reference profile. 

The object under test is marked by yellow arrows. 
 
The real time data alignment and registration reduces post 
processing to two steps: 
 

1. Refinement of the GPS data by differential reference 
data (ASCOS). 

2. Selection and documentation of objects infringing a 
predefined reference profile. 

 
For the object selection, the 3D point cloud is combined with 
visual information from the documentation video and with an 
infringement statistics showing the number of points within a 
reference profile over track distance (Fig. 11).  The object 
contour is selected in a 2D view. The comparison between 
video and 3D point cloud visualizes objects missed by the laser 
scanners, which are typically signs. Their edges are determined 
by stereo photogrammetry. 
 

4. CONCLUSIONS  

The system exploits the complementary properties of stereo 
photogrammetry and laser scanning. Laser scanning allows for 
automatic referencing and evaluation of 3D data. The results are 
verified by the video images and remaining gaps are evaluated 
manually using stereo photogrammetry. Both together cover 
almost the complete surroundings at travelling velocities up to 
100 km/h and allow for efficient post processing. The total data 
volume of all systems is about 260 GB for 500 km.  
 
The main purpose of the LIMEZ III train is clearance gauge 
measurement. Nevertheless, the THelix measurement system 
provides gapless geometrical and texture information useful for 
many other applications. In particular, mobile mapping 
applications profit from the high acquisition speed, because the 
obstruction of traffic is minimized. Therefore a similar sensor 
arrangement mounted on a car might be a promising solution to 
acquire realistic façade information for large area city models 
on a LoD 3 level. There, the high point density of the laser 
scanners is advantageous for an automated evaluation like the 
registration of point clouds and images (Boehm, 2007). 
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WG III/4 - Automatic Image Interpretation for City-Modelling
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ABSTRACT:

The need to automatically extract topographic objects, especially buildings, from digital aerial imagery or laser range data remains an 
important research priority in both photogrammetric and computer vision communities. This paper describes the proposed model for 
Level-of-Detail building modelling and progress with the prototype implementation. The paper begins with an overview of the 
concept of Level-of-Detail, important for adaptive building modelling. Building regions of interest are derived from a normalised 
digital surface model (nDSM) and regularisation of the roof lines is achieved by a set of contextual constraints with particular 
emphasis on rectangular buildings. For detailed building reconstruction, the main consideration is given to polyhedral building types 
with limited support for curvilinear shapes. A moving least squares approach for computation of surface normal vectors and texture 
metrics is employed for planar segmentation of both gridded data and unstructured point clouds. Delineation of homogeneous planar 
segments is based on a distance metric between neighbouring local planes. 2-D edge lines derived from the orthoimage are matched 
with 3-D lines derived from LiDAR based on adjacent plane intersections and then used for the final building reconstruction. 
Connected regions which fail the local planarity tests and are sufficiently large, are segmented using curvature measures based on 
least squares quadric surface fitting. Provisional results from the algorithms are promising. 

1. INTRODUCTION

1.1 Background

The need to automatically extract 3-D building data from digital 
aerial imagery or laser range data remains an important research 
priority in both photogrammetry and computer vision. 3-D 
building data is important for applications such as city 
modelling, environmental engineering, disaster mitigation and 
management and emerging civilian and tactical applications
such as virtual and augmented reality and homeland security. 
Significant success has been achieved so far with semi-
automatic building extraction systems using either imagery or 
LiDAR data, however in restricted domains. The need for an 
integrated data approach for building extraction has been 
realised however not yet fully tested. To meet the varying 
demands in terms of capture of building detail and 
representation, incorporation of Level-of-Detail (LoD) 
mechanisms into the building extraction schema has become a 
necessity. This paper presents an integrated approach for Level 
of Detail building model reconstruction using airborne LiDAR 
data and optical imagery and discusses the prototype 
implementation of the proposed model.

1.2 Related Work

Several algorithms have been proposed for automating the 
three-dimensional reconstruction of buildings however a robust 
and versatile solution is yet to be found although significant 
progress has been made. A discussion of systems based on and 
accuracies obtainable with photogrammetry and laser scanning 
in building extraction is contained in Kaartinen et al. (2005). To 
date, building extraction has largely been based on single data 
sources, in most cases either LiDAR data alone (Vosselman, 
1999; Verma et al., 2006) or images alone (Scholze et al., 2001; 

Kim and Nevatia, 2004) however the current trend is on 
integrated data paradigms. Integration of data sets provides 
multiple cues that can ease the problem of building 
reconstruction and result in significantly higher levels of 
automation in the algorithms. The data bases for integrated 
approaches have included multiple geometric data, GIS layers 
and bespoke or scene specific knowledge. A number of 
researchers have demonstrated approaches for combining data 
for building modelling, for example LiDAR and aerial images 
(Rottensteiner et al., 2004), LiDAR and three-line-scanner 
imagery (Nakagawa and Shibasaki, 2003), LiDAR and high 
resolution satellite images (Sohn and Dowman, 2001), LiDAR 
and 2-D maps (Overby et al., 2004), aerial images and 2-D 
maps (Suveg and Vosselman, 2004) and LiDAR, 2-D maps and 
aerial images (Vosselman, 2002). Schenk and Csatho (2002) 
discuss theoretical frameworks for multi-sensor data fusion for 
generic surface description. Not many researchers however have 
incorporated LoD modelling into their approaches, important
for catering for diverse users and applications.

1.3 Level-of-Detail Modelling

The concept of level of detail has been used in computer 
graphics since the 1970s, mainly for increasing the efficiency of 
object rendering. Rendering efficiency is achieved by 
decreasing the visual and geometric detail of 3-D objects as a 
function of distance from the view point or other metrics such 
as the perceived object importance. The concept has been 
adapted and extended for city modelling by the Special Interest 
Group on 3-D Modelling (Sig3D of the GDI Initiative). LoD 
building modelling involves adaptable and scaleable extraction 
and representation of building model information. This enables 
the capture of building information to be varied depending on 
the specific requirements of the project and limitations of the 
building extraction techniques and input data characteristics. 
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The five levels of detail range from a simple block (2.5-D) 
model right up to a walkable model, which takes into account 
both internal and external geometric detail. Figure 1 below 
illustrates the concept of level of detail modelling as modified 
for this research. For this research, the aim is to work up to 
LoD2 with texture effects applied. LoD modelling is important 
for understanding the trade-offs between model detail and 
automation potential.

One can possibly identify two main approaches for 
incorporating the LoD schema into the building reconstruction
process. Firstly, a bottom-up approach where a multi-level 
strategy is adopted for reconstructing each level more or less 
independently varying the data sets used, their resolution and 
the algorithmic detail. Secondly, the initial reconstruction effort 
might be aimed at a detailed level with lower levels derived by 
building generalisation. A hybrid approach is also possible. In 
this research, a bottom-up approach is adopted for the multi-
level building reconstruction.

1.4 Study Area and Datasets

The study area for the research is Portbury, a small agricultural 
village, approximately 11 kilometres North West of Bristol, 
England. Portbury is one of the test sites identified by the 
Ordnance Survey Research Labs, source of LiDAR data and 
digital imagery, for research on automated building extraction. 
The data sets available for the test site are as follows: LiDAR 

data [16 points/m2]; digital orthoimagery [GSD 10cm] and OS 
MasterMap Topography data.

2. ROOFLINE DETECTION

The rooflines are detected from a normalised DSM (nDSM) 
obtained by differencing an optimised DTM derived from 
LiDAR using the adaptive TIN algorithm employed in the 
commercial software TerraScan and an interpolated DSM. A 
three-metre threshold is applied to the nDSM to detect above 
ground objects however these include buildings and vegetation. 
The options followed for vegetation removal included use of 
intensity data, generic tree point classification, least squares 
planar fitting differences and near infrared image analysis. The 
minimum building size was considered to be 12m2 according to 
Ordnance Survey specifications. Building segment 
simplification is achieved using the modified sleeve algorithm
and rectangular enforcement is achieved by deriving a moments 
based orientation and enforcing building line segments to be 
perpendicular or parallel to this orientation within a defined 
tolerance. The extracted rooflines define the regions of interest 
for the geometrical reconstruction of the different levels of 
detail mentioned before.

3. BUILDING RECONSTRUCTION

3.1 LoD Reconstruction Schema

Reconstruction of LoD0 (block models) requires building 
rooflines and representative building heights. The building 
heights are derived from differences of roof and ground heights
obtained from a DSM/DTM. LoD1 requires rooflines and 
LiDAR data for generic roof modelling. LoD2 additionally 
requires high resolution image data for accurate edge and sub-
feature detection and texturing the models.

3.2 Types of Building Surfaces

For this research, consideration is given to two types of 
surfaces, planar and curvilinear surfaces as shown in Figures 2
and 3 respectively. Planar surfaces are by far the most common 
type and form the initial hypothesis for the reconstruction 
algorithms. For curvilinear surfaces, consideration is given to 
quadric surfaces although this could be extended to more 
generic superquadric surfaces.

Figure 2. Planar surfaces

Figure 3. Quadric (curvilinear) surface
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3.3 Planar segmentation

For planar segmentation of the LiDAR data, a moving least 
squares plane fitting algorithm is employed. For each point, a 
cluster of neighbouring points is determined depending on 
whether a grid or an unstructured point cloud is used. For 
gridded data, the algorithm searches for the 8-connected 
neighbours of each point however the grid resolution can be 
changed. For unstructured point clouds, the neighbourhood of 
each point is defined based on either a search radius or a defined 
number of nearest neighbours within a set maximum distance. 

Figure 4. Workflow for planar segmentation

A least squares plane is fitted to the neighbourhood of each 
point. For each point, a normal vector and texture metrics are 
computed together with tests for local planarity. Clusters of 
points lying on the same planes are determined by comparing 
similarity of normal vector orientations and distances between 
their local planes. Figure 4 illustrates diagrammatically the steps 
in the planar segmentation phase of the algorithm. Figure 5 
illustrates the vector dispersion and computation of a normal 
vector for a planar patch. The requirement for this algorithm is 
to work with both airborne and terrestrial LiDAR data in order 
to meet the requirements of the different levels of detail.

Figure 5. Planar patch normal vector (Parker, 1996)

Applying the planar segmentation to gridded data makes the 
neighbourhood search easier and allows other image based 
metrics such as texture coefficients to be calculated however 
interpolating the point data introduces some unwanted artefacts. 
Working on scattered point data introduces a computational 

overhead and requires appropriate adaptation for image based 
metrics. We experimented with a search radius of 1m.
The planar segmentation algorithm can be summarised as 
follows:
1. For each data point, locate corresponding points falling 

within the defined neighbourhood of the point based on the 
appropriate criteria.

2. For each defined neighbourhood, compute coefficients of 
the plane and from that compute the normal to the plane 
for that neighbourhood and the azimuth of the projection of 
the normal on the x,y plane.

3. Compute metrics for assessing local planarity (section 3.5) 
together with a texture descriptor for each neighbourhood 
and numerical checks for validating the least squares 
computation.

4. Data points assumed locally planar are further clustered
into consistent planar regions. 

3.4 Localised planar fitting of 3-D points

Given a defined neighbourhood {(xi,yi,zi)i=1,m} of a point, we 
want to fit a plane which satisfies the relationship:

CByAxZ            (1)

where Z represents height, A and B are slope parameters in the x 
and y direction respectively and C is the offset at the origin.
In the implementation of the algorithms, we consider two forms 
of minimisation of the residual sums. The first form minimises 
the sum of residuals in the z-direction and the other considers 
the errors measured orthogonal to the plane and requires use of 
eigensystem solvers.

3.5 Tests for local planarity

A number of metrics are computed during the point 
classification phase in order to check if the point is locally 
planar and weed out erroneous points. The numerical tests are
as follows:
 Centre point residual
For each point under consideration, the difference between the 
actual height value and the height computed using the 
determined plane parameters should be below a set threshold
(Figure 6). In our case, we set the threshold to 0.1 metres based 
on the average error computed using photogrammetric control 
points. Equations 2 and 3 mathematically describe the 
computation of plane coefficients and the centre point residual
respectively.

Figure 6. Centre point (p5) and connected neighbours
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 Eigen-analysis
The smallest eigenvalue of the dispersion matrix A (Equation 4) 
computed by reducing neighbourhood points to centre and 
taking product sums expresses the deviation of the points from 
the fitted plane. Local planarity is assumed if the smallest 
eigenvalue is less than a set threshold.

)MP()MP(A T                  (4)

where P is a matrix of neighbourhood points (xi,yi,zi) and M  the 
mean matrix. 
A threshold of 0.05 metres was used for the eigen-analysis. This 
measure of planarity works well for gridded data however a 
more useful and standardised measure for planarity testing is the 
ratio of the smallest eigenvalue to the total variance. Fransens 
(1996) employs a similar method of comparing eigenvalues of 
the covariance matrix for planarity testing of data in an octree. 

 Residual norms
For the residual vectors, the 2-norm (equation 5) is computed 
and gives a measure of the quality of fit of the model to the data 
points.

2
1

T

2
)vv(v            (5)

3.6 Connected components analysis

The next step is to determine if neighbouring sub-planes defined 
at each data point could lie on the same planar surface. Our first 
approach for clustering coplanar points was based on analysing 
the histograms of normal orientations for each building region 
of interest and using local peaks for grouping. This approach 
works well for sloped roofs and fails for flat roofs where the 
normal vector orientations can shift full circle. A more effective 
metric for coplanarity considers the distance between 
neighbouring sub-planes. For each point, the maximum distance 
between the sub-plane under consideration and surrounding 
locally planar neighbours. Points with plane distances below a 
defined threshold are then grouped into consistent clusters. The 
convex hull of each cluster is then extracted to define 
boundaries between planes. Final plane parameters for each 
cluster are determined using the RANSAC algorithm for 
robustness. The RANSAC algorithm ensures robust fitting of 
models in the presence of data outliers and requires a large 
sample of data points. To ensure convergence of the RANSAC 
algorithm, the inlier threshold is set to 0.05 metres, inlier 
percentage 75% and the maximum number of iterations 20.

3.7 Planar adjacency and 3-D lines

Planar adjacency graphs are determined for clusters found for 
each building region of interest. Adjacency is based on the 
distance between the outer boundaries of the clusters. 

Figure 7. 3-D breakline determination (adapted and modified 
from Briese, 2004)

Adjacent planes are then intersected to determine 3-D 
breaklines from LiDAR data, which are then verified and 

matched against edge lines from the orthoimage. Figure 7 
illustrates the basic concept of a 3-D line description derived by 
intersecting planar patch pairs determined on the basis of 
clustered point cloud data with the circle representing the 
support point. The handling of step edges requires further 
consideration.

3.8 Quadric segmentation

Connected points that are not locally planar and form a 
sufficiently large size more than 1m2 are further tested for 
curvilinearity. A second degree polynomial surface is fit to the 
data points and takes the form:

00011011

2

02

2

20 ayaxaxyayaxaZ               (6)

The steps in the segmentation can similarly be summarised as 
follows:
1. For each locally non-planar point, define a sufficiently 

large neighbourhood of points.
2. Use least squares to fit a quadric surface to the local 

neighbourhood of each point.
3. Compute the derivatives of the surface and the slope of the 

tangent at each point.
4. Compute curvature measures (Gaussian, Mean and 

Laplacian) using the derivative and slope of tangent.

A scale factor is applied for numerical optimisation of the 
computation. Surface modelling is considered additive and 
applied in a Constructive Solid Geometry fashion. The model 
could be extended to superquadric surface fitting for more 
generic curvilinear modelling.  

4. IMAGE DATA ANALYSIS

Image data serves to provide more accurate breaklines for 
detailed modelling, verify 3-D lines derived from LiDAR and 
allow texture mapping for photorealistic building modelling.
There are three important considerations for the integration of 
high resolution image data:
 Building localisation
Building roofline polygons are localised in the orthoimage by 
dilating the minimum bounding rectangle then projecting this 
into the image. A factor of 1.25 is applied to the areal 
dimensions of the minimum bounding rectangle. This reduces 
the search space for matching purposes.
 Edge extraction
2-D linear segments are extracted from the orthoimage using the 
Canny operator implemented in the open source computer 
vision library, OpenCV.
 Image pruning
The use of high resolution images (GSD 10cm) is required for 
higher levels of detail. A threshold is applied to remove 
spurious and short linear segments. To allow matching of the 
roofline polygons, linear segments parallel to the rooflines, 
within some tolerance, are retained for shape matching.

5.    Provisional results and discussion

This paper outlined a methodology for level of detail building 
model reconstruction following an integrated data paradigm. A 
prototype   implementation of the proposed model is in progress 
however most parts of the algorithm have been tested 
piecemeal. Figure 8 shows an orthoimage of the Portbury test 
with an area of interest linked to Figures 9 and 10 shown in red. 
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The test site contains mostly polyhedral buildings. 
Reconstruction of block models (LoD0) is achieved with 
minimal effort after processing the DSM/DTM. The planar 
segmentation algorithm (LoD1+) was applied to interpolated 
data at four grid resolutions, 1m, 0.5m, 0.25m and 0.10m in 
order to assess model sensitivity and also applied to the original 
point clouds. 

Figure 8. Orthoimage of the test site (Portbury, Bristol, UK), in 
red an area of interest linked to Figures 9 and 10

Figures 9 and 10 show colour coded normal vector orientation 
maps of the small area of interest (in red, Figure 8), derived 
from the least squares planar fitting algorithm applied over grid  
DSM data at 25cm and 10cm resolutions respectively. The grid 
data was derived from point data at 16 points/m2. 25cm 
resolution results in a more natural look whereas finer detail is 
apparent at 10cm resolution. The maps highlight planar 
surfaces, buildings in particular, very clearly. The 
reconstruction algorithms are applied to the extracted rooflines. 
Figure 11 shows an enlarged part of the study site and Figure 
12, a colour coded normal vector map in the building regions of 
interest at 0.50m resolution. The map shows an efficient 
characterisation of building plane surfaces. The choice of grid 
resolution needs to be optimised in order to average out noise 
effects, retain required building geometric detail and optimise 
the turnaround time.

The planar segmentation algorithm could in principle be applied 
to terrestrial LiDAR data to meet requirements of LoD3 and 
above in our modified schema (described in Figure 1).

Figure 9. Colour coded normal vector map of the area of 
interest shown in Figure 8 derived from a gridded LiDAR DSM 
(25cm resolution) over the area

Figure 10. Colour coded normal vector map of the area of 
interest shown in Figure 8 derived from a gridded LiDAR DSM 
(10cm resolution) over the area

Error!

Figure 11. An enlarged part of the orthoimage for the test site 
showing building regions of interest linked to Figure 12, 
different from that shown in Figure 8
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Figure 12. Colour coded normal vector map corresponding 
to image subset in Figure 11

The curvilinear segmentation algorithms have been tested over a 
different study area with appropriate building types. A 
significant level of automation in the planar and curvilinear 
segmentation has been possible. Further work is on labelling 
connected components and incorporating image edge lines into 
the segmentation and model reconstruction process. The results 
are promising. 
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ABSTRACT: 

 

This paper describes a semi-automatic procedure for cartographic mapping using high resolution SAR data. Two-dimensional and 

three-dimensional feature extractions are combined in order to achieve a basic yet effective recognition of the elements in the scene. 

Many interesting elements of the landscape are automatically extracted without requiring a large interaction with the operator. In 

particular, the procedure is well suited for detecting man-made features, such are the road network (outside and inside human 

settlements) and built up areas. It can be used, however, to extract higher level elements of the scene, such as crossroads, bridges and 

overpasses, by data fusion at the feature level of the previous extraction, because it is characterized by a multi-scale object-based 

approach. 

 

 
1. INTRODUCTION 

Land cover mapping (and consequently land use mapping) 

relies, at the level of detail required by most planners, on high 

spatial resolution sensors. Cartographic feature extraction has 

been traditionally obtained by optical and near infrared sensors, 

installed on airborne or, more recently, spaceborne platforms. 

Instead, due to the rather coarse resolution and the complexity 

of their data sets, radar sensors are usually not considered for 

these tasks. However, because of their interferometric 

capabilities, they are very useful and indeed they are almost 

universally exploited for their three-dimensional 

characterization of the landscape, i.e. for a different kind of 

cartographic feature extraction.  

The availability or the development of new airborne and 

satellite SAR sensors, with high spatial resolution, and short 

revisit time, is going to change this “status quo”. In particular, 

high spatial resolution SAR sensors are starting to provide 

enough information for the recognition and characterization of 

two-dimensional cartographic features within a radar image. 

This possibility, further enhanced by the straightforward 

combination of 2D and 3D information for sensors with 

interferometric capabilities, makes modern SAR system really 

appealing for mapping purposes. 

This is testified by some recent papers using SAR for mapping 

of human settlements, down to the scale of single urban 

features. Examples are those presented in special sessions 

devoted to SAR urban mapping in the last IEEE Geoscience and 

Remote Sensing Symposium (IGARSS’06), European SAR 

conference (EUSAR06) and Joint Urban Remote Sensing Event 

(JURSE2007). These sessions highlights the fact that some 

urban features, which are among the most complex to be 

identified in remotely sensed images, can be obtained using 

SAR data with a satisfying accuracy level. No doubt that current 

optical data sets provide better input to cartographic practice, 

mostly because it is manually done, and radar data is very 

difficult to be analyzed by untrained (and sometimes also for 

trained) analysts. The point is that there are already available 

semi-automatic procedures that could provide outputs at a 

commercially effective level. However, they are often dedicated 

to the extraction of single features, such as urban extent (He et 

al., 2006), water bodies (Hall et al., 2005), vegetation (Askne et 

al., 2003), road elements (Lisini et al., 2006) and/or road 

networks (Bentabet et al., 2003), and so on. Moreover, although 

a number of approaches meant for SAR image analysis has been 

available in technical literature, no approach is likely to 

introduce all the spatial and spectral features that are needed for 

a cartographic feature extraction process starting from SAR 

data. For instance, road extraction can be found in many works, 

but this is seldom connected to urban area extraction and the use 

of different strategies according to the urban or non-urban areas 

(see Tupin et al., 2002, or Wessel, 2004). The same is true for 

the reverse approach.  

It is therefore interesting to try and prove that an effective 

procedure can put together starting from (some of) these or 

similar algorithms, and thus exploiting as much as possible the 

full range of information available within a high spatial 

resolution SAR scene. This works is instead a first attempt to 

provide a comprehensive approach to SAR scene 

characterization paying attention to the multiple elements in the 

same scene. This research is based on the experience of the 

Remote Sensing Group of the University of Pavia in analyzing 

airborne SAR high spatial resolution images and on the SAR 

acquisition campaign over the Piemonte region, in Northern 

Italy, performed by Intermap Technologies using their Star-3i 

sensor.  

The data was used for the Geographic Infomation Ssystem 

developed for the 2006 Winter Olympic Games in Turin. 

Additionally, a study about the feasibility of cartographic 

feature extraction and scene interpretation was considered as a 

joint effort of Intermap Technologies, the University of Pavia 

and the national mapping agency for Italy, the Istituto 

Geografico Militare Italiano (IGMI). The aim of this research 

was the definition of a simple yet effective approach for image 

analysis and cartographic feature extraction starting from SAR 

data. 
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2. THE PROPOSED PROCEDURE 

A common methodology for scene interpretation is based on 

knowledge-based segmentation of the image into simpler 

elements, exploiting the relationships between objects and 

features. This approach, usually labelled as “top-down” analysis 

is also implemented in this work. The novelty of the analysis 

proposed in this work is the contemporaneous exploitation of 

spectral and spatial features. Spatial feature are here referring to 

both texture analysis and linear element extraction and 

recombination, which allows a better characterization of the 

elements in the scene than each of the two spatial analysis taken 

alone. Moreover, specific approaches are introduced for 

different parts of the scene, and associated spatial features are 

chosen accordingly. 

The overall structure o the procedure is presented in fig.1, 

where solid lines represent computational steps, while dashed 

lines relationships. As said, this procedure exploits numerous 

spatial and spectral features, namely  

• spectral and spatial features to extract river/water 

bodies, 

• linear features to be grouped into the main road 

network, 

• texture features for delineation of human settlements 

and urbanized areas, 

• linear feature extraction, junction characterization and 

urban road network delineation, 

• texture features for discrimination of vegetated areas 

along water bodies, 

• statistical features for extra-urban areas segmentation 

and analysis of different cultivations. 

 

The procedure has been devised for SAR images. When InSAR 

information is available, two additional steps are implemented: 

• discrimination of low-rise and high-rise building 

inside the boundary of human settlements, using 3D 

features; 

• refinement of urban roads by data fusion of two-

dimensional and three-dimensional data, using a 

combination of linear and 3D features. 

 

More precisely, some of the procedures implemented for 

extracting the above mentioned elements are summarized in the 

following paragraphs.  

• Water bodies extraction: water bodies are 

characterized by homogeneous or low textured areas, 

with low backscattering values. Moreover, their shape 

is smooth and regular. Therefore, “low” backscattered 

values are considered, and a shape regularization 

algorithm based on Gamba et al. (2007) is 

implemented by a reduction of the “irregularities” of 

the borders due to misclassifications and considering 

spatial relationships with other classes in the same 

environment. 

• Human settlement delineation: heavily textured 

areas are connected to human settlement usually, but 

relationships with water bodies are to be considered, 

which allows for instance discarding highly textured 

area long the rivers because they most probably are 

woods or isolated groups of trees. Furthermore, 

constraints on the kernel for texture extraction can be 

considered, to take into account the scale of these 

settlements.  

• Extraction of the main road network: roads 

extraction in the suburban context can be computed 

using a spatially reduced version of the image. A scale 

reduction of about 1/3 is an indicative value. In high-

resolution SAR images roads are no more a subset of 

image edges. Instead, they usually appear as dark 

elongated areas with bright lateral edges. Therefore, 

one may detect roads by looking for pairs of parallel 

Figure 1. Overall structure of the proposed procedure. 
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edges or searching for dark homogeneous areas. Both 

of these methods, however, are subject to false 

positives (e.g., other artificial structures and low-

reflectance areas, respectively). A more precise 

approach may be one using a combination of these 

ideas. This is the aim of the algorithm used in this 

context (Dell’Acqua et al., 2003), which furthermore 

integrates road features into a multiscale-feature 

fusion framework whose results will be further 

elaborated by an alignment routine (Dell’Acqua et al., 

2005).  

• Extraction of urban road network: inside the 

human settlement areas delineated in one of the 

previous step, more precise linear feature can be used 

to extract the road network. Here not only road 

candidate, but also junctions are considered according 

to (Negri et al., 2006). Scale factors are also different 

than for extra-urban analysis and the full resolution is 

to be considered. 

• Extraction urban roads through DSM/DTM: in 

case of availability of SAR and InSAR data, which is 

the case for the available data set, it is possible to 

improve the extraction of roads in urban area. Indeed, 

a computation of DTM allows finding areas raising 

above the ground. Ground areas are parks and roads. 

While the first ones are easily discriminated due to 

their shapes, candidate roads may be injected in the 

above found urban road network to improve the 

overall results.   

 

 
3. EXPERIMENTAL RESULTS 

As stated in the introduction, the proposed procedure was 

applied to a portion of the whole Piemonte data sets, recorded 

by Intermap Technologies and released to IGMI. The available 

portion consists in one IGMI tile, i.e. a 30 km by 40 km area 

covering a portion of the Southern part of the Piemonte region. 

An IGMI tile correspond to more (exactly, 16) Intermap tiles, 

each one covering a 4800 by 6000 pixel area, corresponding to 

45 square km. The SAR data were provided in georeferenced 

format, with spatial posting of 1.25 m. Coregistered to the 

intensity two-dimensional information, three-dimensional 

interferometric data were also provided. Together with the raw 

3D data, labelled as Digital Surface Model (DSM), a Digital 

Terrain Model (DTM), obtained by Intermap technologies by 

means of proprietary software and procedures was also 

provided, featuring the terrain height, as well as corrected 3D 

information for water bodies. DTM and DSM have twice the 

spatial resolution than intensity data, and are thus provided on a 

2.5 m spaced grid. 

To provide a working example of the procedure proposed in 

section 2, in the following the intermediate elaboration results 

for one sample of an Intermap tiles are proposed and results are 

discussed. This would be useful, for instance, to highlights the 

advantages but also the problems of the proposed semi-

automatic feature extraction and combination approach. In turn, 

this could also be useful for detecting new research or 

implementation lines for the future. 

Fig. 2(a) shows the original 2D data, while fig. 2(b) provides a 

bird’s eye of the area, as obtained overlaying the SAR intensity 

information of the corresponding DSM. The area covers a 

portion of the path of the river Po, the major river in Northern 

Italy, and the mostly rural area surrounding the river. In 

particular, the small settlement in the areas is named Ceretto.  

As discussed in previous section, the first step of the procedure 

is the extraction of any existing water body in the scene, based 

simply on backscatter analysis. Since thresholding is not going 

to be effective due to speckle noise, the following shape 

analysis discards false positives and redefines the overall shape 

of the features by smoothing erroneous detection results on the 

boundary area between water and soil. Fig. 3(a) and (b) refer to 

these two intermediate results. According to the procedure, next 

step is human settlement extent delineation. Technical literature 

agrees that the best approach for this task is based on texture-

based discrimination. The problem is the choice of the texture 

and the corresponding scale, which depends on the spatial 

resolution of the data and the settlement spatial structure. Multi-

scale analysis would be more effective, as well as multiple 

direction for oriented textures. A suitable combination of these 

features is indeed able to obtain “hints” for human settlements 

(Pesaresi et al., 2007), to be further specialized to find urban 

extents. In this work, we apply morphological closing to fill in 

the gap and obtain the boundaries of areas that are mostly likely 

to be human settlement or man-made elements of the landscape 

(with the exception of roads and other transportation 

infrastructure, which are oriented and can be discarded using 

this assumption). Fig. 3(c) shows a simple anisotropic texture 

information, the data range, which highlights human settlement 

hints, while fig. 3(d) provides a mask delineating what are likely 

to be human settlements.  

Figure 2. Sample HR SAR amplitude image and corresponding interferometric DSM in 3D view. 
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Figure 3. (a) water body extraction by amplitude SAR data thresholding; (b) refined water bodies using shape information to improve 

previous extraction results; (c) data range image; (d) human settlements extracted from previous image; (e) vegetation; (f) 

crops (two classes); (g) main road outside the human settlements; (h) road network inside the settlements. 

(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 
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As noted above, roads and other transportation infrastructures, 

although man-made landscape features, can be easily 

discriminated because of their geometrical characteristics, 

which could be coupled in HR SAR images with typical radar 

responses as in Negri and Gamba (2006). Moreover, they tend 

to be connected in a topologically consistent network, and this 

could be used to improve the first step, i.e. element extraction, 

by inserting missed elements and discarding false positives. In 

order to retrieve main road elements, a suitably downscaled 

image is considered, and the procedure proposed in Dell’Acqua 

et al. (2005) is applied. Results are shown in fig. 3(g) while in 

fig. 3 (h)the same procedure, but with full data resolution and 

stronger constraints on road network connectivity has been 

applied to the portion of image labelled as “human settlement”. 

Road density might be used, in the end, as a further validation 

of the human settlement hypothesis or to refine the urban extent 

boundary. Finally, vegetation mapping is considered. Woods are 

extracted by the assumption that they are characterized by 

means of a different textural feature set than human settlement, 

due to the scale and physical nature of the elements in the 

texture (trees instead of buildings). The procedure exploits 

therefore the same data range information, but with different 

scale and threshold values. Moreover, proximity to the water 

bodies is considered as another hints for woods and trees. As for 

other vegetation types, SAR amplitude data may be able to 

extract boundaries between crops, if a suitable segmentation 

algorithm is applied. After a despeckling procedure, therefore, a 

Markov Random Field approach, well validated by most recent 

technical literature (Huawu and Clausi, 2005) is used, and 

corresponding classes of crops are extracted.  

 

At the end of this procedure, there a clear need for evaluating its 

results. However, the only independent validation of these 

results is obtained by comparison with the existing Regional 

Technical Maps and the corresponding GIS layers of the area 

provided by the competent regional administration. As shown in 

fig.4, the Regional Technical Map and these layers are far more 

detailed than the extracted maps. It is however worth noting 

that, qualitatively speaking, the results of the semi-automatic 

procedure are good. Indeed, the main features of the scene have 

been correctly extracted, the change of the river path correctly 

detected and the main road network is where it is expected. A 

quantitative evaluation of the results in fig. 4(a) is underway. 

The cartographic features extracted in this as well as another 

sample area are going to be validated by means of a ground 

campaign by IGMI later this year. 

 

As a final example, fig. 5 shows the scene results for two 

complete Intermap tiles. In particular, the map on the right 

refers to an urban-rural fringe (referring to the towns of 

Nichelino and Candiolo) has been enriched by detecting the 

road overpasses (red dots). As stated above, this is an example 

of high-level cartographic features easy to obtain by combining 

two- and three-dimensional features. In this case, road 

junctions, detected starting from extracted road elements, are 

combined with terrain height to validate or discard the 

“overpass” hints based on junction detection. 

 

 

4. CONCLUSIONS 

This work shows that a suitable combination of feature 

extraction algorithms, specifically developed for high spatial 

resolution SAR data, can be combined to obtain an effective 

mapping chain. It includes both two-dimensional and three-

dimensional feature extraction, and possibly 2D and 3D feature 

combination. The main outcomes of this work are therefore 

mainly the following two points. 

 

1) There exist a few specific processing tools developed for 

SAR scene interpretation, able to jointly consider spectral 

and spatial, as well as context information. These tools 

provide effective mapping results for HR SAR in both 

rural and urban areas. 

2) The exploitation of HR SAR for mapping purposes can be 

based on the competitive advantage that interferometric 

SAR provides at once both the two-dimensional and the 

three-dimensional representation of the same scene. A 

combined use of both data sets, by their same nature 

already co-registered, is able to improve purely 2D 

mapping results. It can also detect features that are more 

complex to detect from aerial optical data just because of 

the lack of 3D information. 
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Figure 5. Two Intermap tiles after the complete mapping procedure. 

 

(a) (b) 

Figure 4. Final classification map of the scene superimposed with the original SAR data, to be compared with (b) the Regional 

Technical Map of the same area. 

PIA07 - Photogrammetric Image Analysis  ---  Munich, Germany, September 19-21, 2007
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

24



OBJECT EXTRACTION AT AIRPORT SITES USING DTMs/DSMs AND  
MULTISPECTRAL IMAGE ANALYSIS 

 
        N. Demir*, E. Baltsavias 

ETH Zürich 
Institute of Geodesy and Photogrammetry, 
Wolfgang Pauli Str. 15, CH-8093 Zurich, Switzerland 
E-mail: (nusret.demir, manos)@geod.baug.ethz.ch 

 
KEYWORDS: DTMs/DSMs, LIDAR Data Processing, Multispectral Classification, Image Matching, Information 
Fusion, Object Extraction 
 
ABSTRACT 
 
The automatic detection and 3D modeling of objects at airports is an important issue for the EU FP6 project PEGASE.  PEGASE is 
a feasibility study of a new 24/7 navigation system, which could either replace or complement existing systems and would allow a 
three dimensional truly autonomous aircraft landing and take-off primarily for airplanes and secondary for helicopters. This new 
navigation system relies on three key technologies: 
 
• The specification and acquisition of a reliable geospatial reference database of the airports. 
• Various sensors onboard the aircraft that perform a real-time extraction of relevant features from the data. 
• Innovative correlation techniques between the above features and the onboard reference database to determine the location of the 
aircraft and plan its future trajectory for safe landing or take-off. 
 
In this work, we focus on the first topic. Since often existing data for airports have not the necessary accuracy, resolution and/or 
currency, we need to develop automated methods for generating them. 
 

1. INTRODUCTION 

The automatic detection and 3D modeling of objects at airports 
is an important issue for the EU FP6 project PEGASE.  
 
PEGASE is a feasibility study of a new 24/7 navigation system, 
which could either replace or complement existing systems and 
would allow a three dimensional truly autonomous aircraft 
landing and take-off primarily for airplanes and secondary for 
helicopters. This new navigation system relies on three key 
technologies: 
 
• The specification and acquisition of a reliable geospatial 
reference database of the airports. 
• Various sensors onboard the aircraft that perform a real-time 
extraction of relevant features from the data. 
• Innovative correlation techniques between the above features 
and the onboard reference database to determine the location of 
the aircraft and plan its future trajectory for safe landing or 
take-off. 
 
In this work, we focus on the first topic. Since often existing 
data for airports have not the necessary accuracy, resolution 
and/or currency, we need to develop automated methods for 
generating them. As a first object of focus, we deal with 
vegetation (mainly trees), and to a lesser extent buildings and 
other objects. 

2. INPUT DATA 

We have worked on the area of Zurich airport.  The available 
data for this region are: 

• Vector map 
• Color and CIR image data 
• Orthophotos 
• LIDAR DSM/DTM raw point cloud 
• LIDAR DSM/DTM GRID surface model data 

 

2.1 Vector data: 

The vector map has 20 cm horizontal accuracy. It has been 
produced using semi-automated measurement of buildings and 
other objects (poles, towers, etc.) from stereo aerial images 
using CC-Modeler. 
 
2.2 Image data: 

Color and CIR (color infrared) image data have been used for 
generation of DSM and multispectral classification process. 
Metadata of images can be seen in Table 1. 
 

Film Color and IR 
Camera Type Frame 
Focal Length 303.811 mm. 
Scale 1:10’150 (color) /  

1: 6‘000 (IR) 
Endlap 70% 
Sidelap 26% 
Scan resolution 20 micron 

    Table 1.Image data description 
 
Orthophoto of the airport region has been produced using an 
image matching DSM (see below) with 1m resolution. 
 
2.3 LIDAR Data: 

LIDAR DTM-AV and DSM point cloud data have been used 
for extraction of objects process. The process can be seen at the 
section 4. The DSM-AV point cloud includes all lidar points 
with 4 echoes per pulse. The DTM-AV data includes only 
points on the ground, so it has holes at building positions, and 
less density at tree positions. The altimetric precision (one 
standard deviation) of both models is 0.5 m, and 1.5 m at 
vegetation and buildings. The density is approximately 1 point 
by 2 m2.  The GRID DSM and DTM have a grid spacing of 2m 
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and same accuracy specifications as the point cloud models. 
They represent the visible and terrain surface respectively. 
 
3. OBJECT EXTRACTION FROM DIGITAL SURFACE 

MODELS 

3.1 Extraction of buildings using SCOP++ 

SCOP++ software derives from a point cloud a  DTM and DSM 
and classifies the original points using a hierarchical method. In 
each hierarchy level, robust interpolation for the classification 
of the points and the surface derivation is done. SCOP++ 
performs filtering of airborne laser scanning data for automatic 
classification of the raw point cloud into terrain and off-terrain 
points, i.e. for extracting the true ground points for further DTM 
processing. It uses efficient robust interpolation techniques with 
flexible adaptation to terrain type and terrain coverage. The 
package has user-controlled hierarchical process using point 
cloud pyramids and elimination of gross errors (Kraus et al., 
1998, Pfeifer et al., 1998). 
We applied the automatic LIDAR classification tool and it 
performed the separation process as building, vegetation and 
ground points for the DSM raw lidar  point cloud (Fig. 1) . 

 
Figure 1. First results for buildings on reference orthophoto 
 
For refining of results, the DTMaster programme has been used. 
This software gives the opportunity to improve the result 
quality using orthophotos overlapping with the point classes. 
Manually selected points can be easily moved to another class 
(vegetation, ground) or be deleted interactively. Final building 
points have been refined and the result can be seen in Fig. 2. 

 
Figure 2. Results from SCOP++/DTMaster 
 

The result of classification process is partly unknown and we 
tried to develop additional procedures for extraction of 
buildings and trees. 
 
3.2 DSM generation using image matching 

At the Institute of Geodesy and Photogrammetry, ETH Zurich, 
a full suite of new algorithms and the software package SAT-PP 
(Satellite Image Precision Processing) have been developed for 
the precision processing of high-resolution satellite and aerial 
image data.  The software features include: GCP measurements, 
image georeferencing with RPC approach and other sensor 
models, DSM generation with advanced matching techniques, 
orthoimage generation, semi-automated feature extraction etc. 
(Gruen et al., 2005). The mathematical description of the sensor 
model and block adjustment developed in SAT-PP is given in 
Baltsavias et al. (2005) and Gruen et al. (2005). 
11 aerial images of the area have been used as input. The 
matching approach used a coarse to fine hierarchical solution 
with a combination of multi image matching algorithms and 
automatic quality control.  
In order to reduce the effects of the radiometric problems such 
as strong bright and dark regions and to optimize the images for 
subsequent feature extraction and image matching, a 
preprocessing method, which combines an adaptive smoothing 
filter and the Wallis filter, was developed. Firstly, an adaptive 
smoothing filter is applied to reduce the noise level and to 
sharpen edges and preserve even fine details such as corners 
and line end-points. Next, the Wallis filter is applied to enhance 
and sharpen the already existing texture patterns. After the 
image preprocessing, the image pyramid is generated starting 
from the original resolution images. Three additional pyramid 
levels are generated, each with a reduced resolution by factor 3 
from the previous level. 
After pre-processing of the original images and production of 
image pyramids, the matches of three kinds of features (feature 
points, grid points and edges) in the original resolution images 
were found, progressively starting from low-density features on 
the lower resolution levels of the image pyramid. Seed points 
were selected by stereo-measurement technique. Finally, we 
generated an interpolated regular DSM with 2 m resolution for 
the airport area (Fig. 3).  
 

 
Figure 3. Matching DSM for Zurich Airport 
 
3.3 Extraction of vegetation areas using multispectral 
classification and DSM 

A CIR orthophoto was produced using the matching DSM for 
high vegetation extraction (Fig. 4). When calculating a DSM 
from aerial images, trees produce the same effect as buildings, 
showing up as features above ground (Niederöst, 2001). 
Applying classification process using the orthophoto gives the 
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tree region. We applied this process on a small part of the 
airport site. 
 

 
Figure 4. Orthophoto 
 
We used supervised classification which uses NDVI analysis as 
a tradditional vegetation method. The spectral characteristics of 
vegetation can help to seperate it from other objects. Near 
infrared( NIR), red( R)  and green (G) channels were used to 
classify vegetation areas using the normalised vegetation index 
given as NDVI = (IR-R)/(IR+R). It takes values between [-1;1].  
Our main target classes for airports are open grass, high 
vegetation (trees), man-made objects (mainly buildings, roads, 
poles). Here, we focused to extract mainly trees using 
multispectral information. 
 

 
Figure 5. Workflow of vegetation extraction 
 
The training areas were selected manually using AOI tools with 
the ERDAS Imagine commercial software. Automatic 
supervised classification produced 3 classes: open grass, trees 
and man-made structures (see Fig. 6).  

 

 
 
Figure 6. Classification result for vegetation extraction. 
 
The region which was classified as high vegetation, was 
converted to a 2D raster map with 1m resolution, using pattern 
recognition and image processing techniques. Tree heights were 
interpolated in the DSM (Fig. 7). The workflow of the 
extraction process can be seen in Figure 5. 

 
Figure 7. Extracted vegetation and digital surface model 
 
3.4 Extraction of objects using existing vector maps and 
DSM 

In the past, many researchers studied the extraction of objects 
using existing plans. Haala et al. (1998), Brenner (2000), 
Vosselman and Dijkman (2001), Hofmann et al.  (2002), 
Hofmann (2004), Vosselman (2003), Koch (2004), Overby et 
al. (2004), Stoter and Oosterom (2004) used 2D maps as prior 
information for extracting buildings by using LIDAR data. 
Haala et al. (1998) described a method that combines height 
data provided by airborne laser scanning and existing ground 
plans of buildings in order to enable an automatic data capture 
by the integration of these different types of information. 
Vosselman and Dijkman (2001) focused on the extraction of the 
roof faces and the generation of 3D building models by 

High vegetation 

Open grass 

Man-made objects (buildings, roads, 
etc.)
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combining the extracted roof faces with the ground plans. 
Hofmann et al. (2002) transformed laser data into raster format, 
in order to extract buildings from laser data. Vosselman (2003) 
described several algorithms and procedures developed for the 
3D reconstruction of streets and trees from airborne laser  
altimetry data in combination with a cadastral map. Overby et 
al. (2004) generated roof polygons using airborne laser 
scanning and ground plans (footprints) extracted from technical 
feature maps and applied plane extraction by a 3D Hough 
transform. 
We used the existing vector map and converted the building 
polygons to a 2D raster map (Fig.8).  
 

 
Figure 8. Object  polygons to 2D raster map 
 

 
Figure 9.Extraction of objects using object vector maps 
 
The height for the 2D building points (see Fig.9) was 
interpolated from the DSM (Fig.10). 

 
Figure 10.Extraction of buildings and DSM 
 

4. EXTRACTION OF OBJECTS USING DENSITY 
CALCULATION OF LIDAR DATA 

When no prior existing data are available, exploring other 
methods for detection of objects can be useful. One of these 
methods is using the density information of LIDAR based DTM 
and DSM. As input data, we use the raw lidar data and 

multispectral aerial images from the Zurich airport. They 
include 2 datasets acquired with leaves off: a) terrain-only 
points (DTM-AV) (see Fig. 11), b) all points with 4 echoes per 
pulse (DSM-AV). Thus, the last dataset shows the structure of 
trees (see Fig. 12). 
 

 
Figure 11. DTM-AV Data for the Zurich Airport, holes in the 
data points mainly at buildings 
 
Using high-resolution LIDAR data, it is not only possible to 
detect buildings and their approximate outlines, but also to 
extract planar roof faces and, thus, to create models of the roof 
structure. With decreasing resolution, it becomes more difficult 
to correctly detect buildings in LIDAR data, especially in 
residential areas characterised by detached houses 
(Rottensteiner et al., 2003). 

 

 
Figure 12. Profile tree view from LIDAR DSM raw data 
 
We tried to develop an own method for detecting buildings, 
using the multiple echoes for each pulse, and the 3D nature and 
higher point density of lidar point clouds with trees. Buildings 
can be detected from the DTM-AV raw dataset using the fact 
that there are no measurements at their planimetric position. 
Indication of trees can be used, by using the image 
classification results as a mask and using the raw DTM-AV 
data. Using the same mask, with the raw DSM-AV data, will 
show that at tree areas , the point density is much higher than at 
open terrain or buildings, so this indicator could be used. 
 
4.1 Calculation of point density  

This algorithm calculates total number of points in  2m2 area 
squares of the DTM-AV data. The number of points in per 2m2 
was reported to a file (Table 2). 
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This file contains three columns. Two columns show the 
searched position and one column presents the total number of 
points.  
 

Number  
of points 

 
   X 

 
    Y 

10 679332 234366 
6 679332 234368 
2 679332 234370 
0 679332 234372 

. . . 

. . . 
  Table 2. Density report 
 
X and Y columns present the 2m range scale. For example if 
there is a value as 679332, it presents a 2m range between 
679330-679332 values.  
 
4.2 Extraction process  

Another algorithm searches the no-point areas using the above 
density report file and extracts these areas from the DSM. 
Firstly, the code searches the columns of “number of points” 
and if the value is 0, then it extracts the corresponding range 
area from digital surface model. 
 

 
Figure 13. Extracted objects (top) and vegetation mask (bottom) 
 
First results show mainly buildings and secondly high trees and 
some objects (airplanes, cars, etc.). Using the classification 
mask with this the result can provide the elimination of tree 
points from other points (Fig. 13). 

 
Figure 14. Selected other-than-building object points (e.g. 
airplanes)  
 
The final result was improved using DTMaster software with 
manual elimination of tree points, airplanes etc. (Fig. 14-15). 

 
Figure 15. Final extracted building points 
 
4.3 Performance evaluation 

We compared the results from SCOP++ processing and density 
calculation process (Figures 16 and 17). Because of the low 
density of the DTM-AV data, small buildings were not detected 
as well as with the SCOP++/DTM edit package classification. 
Large airport buildings could be extracted equally well as with 
the other methods.  
 

 
Figure 16. Results from SCOP++/DTMaster 
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Figure 17.Results from density calculation 
 
If we compare the results from the rasterised vector maps and 
the SCOP LIDAR/ DTM edit package, we can see that the 
results are very similar (Fig. 18). 
 

 
Figure 18. Results from the rasterised vector maps 
 

5. CONCLUSIONS 

We have presented four methods for object extraction for 
airport sites. These methods are using commercial LIDAR 
processing software, multispectral classification using 
orthophotos, calculation of point density of DTM-AV and 
rasterised vector maps. When LIDAR DTM-AV and DSM data 
are available and if commercial software like SCOP is 
unavailable, point density of raw DTM and DSM data can be 
used mainly for large object extraction. When LIDAR data is 
unavailable, DSMs can be generated using multi-image 
matching methods (e.g. SAT-PP software). The use of multiple 
cues, especially multispectral information, point density, DSM, 
2D location of reference data support the building extraction 
result. Future work will include the combination of these 
various cues, and quantitative evaluation using the existing 
reference data. 
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ABSTRACT: 
 
Aerial photographs have been evaluated manually by the operators for the extraction of the vector data to produce photogrammetric 
maps. In the recent years the developments, in the photogrammetry, provides to perform these extraction processes automatically.  
 
In this study, a new semi-automatic feature extraction approach, based on the segmentation of the images using color-differences of 
the pixels and the propogation of fronts by the Level Set algorithms, is developed. An object-oriented application software is also 
developed to test the capabilities of the developed method.  Some semi-automatic feature extraction applications are made by the 
help of the developed software using 1:4000 and 1:35000 scale black/white aerial photographs for determining the capabilities of this 
method. 
 
The results of the tests show that this method can be used for the extraction of some features from aerial photographs for GIS and the 
production of the photogrammetric maps. 
 
 

1. INTRODUCTION 
 
Vector data which is needed to produce photogrammetric map 
is being digitized manually by operators from aerial 
photographs. These processes can be done automatically by the 
help of the developments in photogrammetry in recent years. 
 
One of the methods for automatic and semi-automatic feature 
extraction and classification is image segmentation. Image 
segmentation is often used method on feature extraction and 
interpretation from medical images. (Adalsteinsson and Sethian, 
1995). Level Set and Fast Marching methods are successfully 
used in recent years to provide surfaces to develop and 
propagate on the image taken by classification (Malladi vd., 
1994). 
 
In this paper; a new approach based on using image 
segmentation and level set algorithms together to extract some 
features semi-automatically from digital aerial photographs and 
software for testing the approach is introduced.  
 
 

2. SEMI – AUTOMATIC FEATURE EXTRACTION 
APPROACH AND DEVELOPED SOFTWARE 

 
The approach that has been developed for semi-automatic 
feature extraction has been based on level set and image 
segmentation algorithms. According to this method, three 
problems had to be solved. The first one was how the algorithm 
would be started. This problem was solved by marking any 
point (pixel) on the feature wanted to be digitized by the 
operator. Thus, level set algorithm would start to work from the 
point that operator chooses. This solution brought out the 
approach to be semi-automatic. 
 

Second problem was which criteria would be taken in whether 
the digitizing feature process would progress or not. This 
problem was solved by making use of color values of each 
pixel. The color value of marked point or determined 
neighborhood level, color values of neighboring pixels and 
computed color value by getting average, is compared with 
color value of neighboring pixels and if the color difference is 
within the tolerance value determined before, algorithm is 
continued otherwise it is stopped. In other words, segmentation 
is carried out according to color differences.  
 
After completing the determination of the feature wanted to be 
digitized and marking process it is needed to get the feature as 
vector data. Thus the data can be used in a Geographic 
Information System (GIS). This was the third problem. Raster 
to vector transformation was carried out to solve the problem. 
Semi-automatic digitizing approach that solves those three 
problems mentioned above was configured in five main steps as 
the integrity of processes. This process steps are: 
 
• The selection of starting point or pixel of the feature wanted to 
be digitized by the operator. 
• Performing the image segmentation of the selected pixel by 
making use of color difference with neighboring pixels. 
• Propagation of the segmentation by using the level set method 
and storing as a heap sort. 
• Getting 1 bit (1 color) masked image from those structured 
pixels. 
• Getting features’ vector data in a known format after raster to 
vector conversion from masked image. 
 
First four process steps were compiled using Borland C++ 
programming language and using no library files except for 
system libraries. Fifth step was carried out by the help of a 
raster to vector conversion open code that is shared in the 
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Figure 1. Applications realized with a 1:4000 scaled aerial  
photograph. 

internet. This code was developed and compiled by using Visual 
C++ programming language. Some functions like weed 
tolerance and coordinated transformation tools were added to 
this code. 
 
2.1 Image Segmentation Algorithm 
 
Image segmentation has been based on color difference and this 
algorithm had been made flexible by adding a tolerance value 
that could be set by operator. Thus operator can detect and 
digitize large areas at one click of the mouse by giving high 
tolerance value in high contrasted images. Segmentation 
algorithm threshold value was determined as two times of 
multiplied value of image width and length. 
 
Segmentation is started from the selected feature point. Value of 
neighboring pixels and their average value are computed as the 
reference, according to pixel value and/or neighboring level of 
the feature point. If neighboring value is zero, pixel’s color 
value is taken on the reference neighboring level is one, color 
value computed by averaging with the eight pixels around it is 
taken as the reference value (Eker 2006). 
 
Here, color differences of the pixels in three bands (red, green, 
blue) are computed one by one and searched whether each is 
under the threshold or not. 
 
2.2 Storing and Propagating With Level Set Algorithm 
 
Starting value needed for propagation with level set or going 
along with the feature is coped with by means of the semi-
automatic nature of developed method. Propagation of the 
surface would start from the pixel which is selected by the 
operator and zero level set would be defined by the location of 
starting pixel. 
 
Another component that is needed for level set algorithm is the 
limit value providing the control of propagation. Solution for 
the limit was carried out by computing the color differences as 
mentioned above. 
 
Latter there had been one problem to carry out that was which 
neighboring pixel would be chosen to continue fitting the limit 
value. As a matter of fact in this solution of the problem Fast 
Marching method may be used. The function would go on to 
propagate hence the pixel that has the least value (Sethian, 
1998). However, what would the least value be? 
 
In the developed method for the question of what would the 
least value represent to, the first pixel selected by the operator is 
admitted as zero level set function and each neighboring pixel 
(the first pixels in east, west, north, south direction) is checked 
by the color difference value algorithm mentioned above and 
the distance from the zero level set (first selected pixel) is 
computed for the pixels fit the condition, thus diffusing is 
carried on hence the pixel having the least distance. 
 
Completing the propagation updating process should be carried 
out (Sethian, 1998). For updating process quadratic equations 
were used required for computing the difference (Sethian, 
1998). 
 
Minimum heap sort had been used in order to store and access 
the pixels. In the structure of minimum heap sort, the image cell 
having the least distance from level 0 would be at the top. 
Certain structure is required for preserving the heap sort. 
Adding the image cell to the heap, fixing the image cell in the 

heap, being removed the image cell having the least distance 
from the heap and updating the structure on the event of every 
new image cell is added is required. 
 
By means of this storing structure, effectiveness has been 
increased in large volume processes such as attaining to the 
image cells, testing and computing the propagation, marking the 
image cells and storing the marked image cells (Eker, 2006). 
 

2.3 RASTER TO VECTOR CONVERSION 
 
Raster to vector conversion is valid for 1 bit image files which 
include two types of data (0 or 1), (ESRI, 1997). By the help of 
the developed software, extracted pixels from the image are 
marked as colored and the others are black. This new image is 
saved as a masked image in bmp format.  
Open Visual C++ code shared in the internet, was developed 
and compiled with adding additional functions to convert the 
acquired mask image file to vector data. The center and the 
border lines of the features are being converted from raster data 
to vector data by the help of an interactive interface by setting 
the connection with the main interface. A coordinated vector 
data is gained by entering the lower left corner coordinates and 
image resolution in both two dimensions (x, y) on the main 
interface. Besides, entering the weed tolerance with an 
interactive interface, it is possible to get vector data in desired 
smoothness (Eker, 2006). 
 
If weed tolerance is 0 all the pixels are included in calculation 
without making smoothness. When the weed tolerance is 
increased, pixels with increasing intervals are taken into 
consideration instead of all pixels and vector data becomes 
smooth. However, it is probable the geometry of vector data 
may get worse if higher weed tolerance is given (Eker, 2006). 
 
 

3. TEST STUDIES 
 
Test studies were carried out with the program developed in two 
groups in order to determine the usefulness and effectiveness of 
this new approach exposed. 
 
In the first group test study a 1:4000 scaled black/white digital 

aerial photograph was used. Thus it was investigated whether 
the software would be used or not to extract some features in 
large scaled mapping. 
 
In the second group study by using a 1:35.000 scaled 
photograph the same investigation was made for middle scaled 
mapping process. 
 
3.1. Test 1 
 
In the first test work that a 1:4000 scaled white/black aerial 
photos used which was scanned at 20 microns, roads and 
buildings were selected as the features that were as semi-
automatically extracted from the image. It is shown in the 
Figure 1 that vector data which were obtained from the result of 
feature extraction studies that were done related to these 
selected features.  Roads were vectorized from their center and 
edge lines. Except the obstacles as trees etc., the roads and 
buildings also the smallest secondary roads could be extracted 
clearly. Cuts which caused by the obstacles couldn’t be solved 
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by this algorithm and these cuts have to be corrected manually 
by the operator. 
 

                

     

                        

Figure 1.Applications realized with a 1:4000 scaled aerial 
photograph. 

 
3.1.Test  2 
 
In this test work; three different features were tried to be 
extracted semi-automatically from a 1:35000 scaled, 
black/white aerial photo which was scanned at 20 microns. 
These features are a road with asphalt cover on surface, a wide 
watery stream and a footpath. Both asphalt road and watery 
stream were vectorized from their borders as polygons, but 

footpath was vectorized from center line as a line feature 
(Figure 2). A few click with the mouse on the road and the 
stream were enough to extract these features but on the footpath 
it was difficult. The color difference of the footpath from the 
texture of the area was not too much, so the propagation was 
carried out by little steps with small color difference tolerances. 
  
In this work, it is determined that the effects of the obstacles 
which cover the linear features (tree, car...etc.) become lesser 
with shrink of the little scale. Because of reduces in scale also 
the area which involved the pixel numbers that take part of 
these obstacles reduces. Thus blank quantities that cause by the 
obstacles take more little values. 
 
 
 

   
 

 
 

Figure 2. Applications realized with a 1:35000 scaled aerial 
photograph. 

 
 

4. CONCLUSION  
 
As the results; with condition of developing of the lacking 
aspects that are arrange in order below, this approach will be 
considered as useful on semi-automatic extraction of some 
features from image for GIS and producing photogrammetric 
maps from the aerial photos: 
 
• Especially, the obstacles on the features in large scaled 

images negatively affect the feature extraction process. 
• When the tolerance value is not properly adjusted wrong 

feature extractions may be occurred. 
• When very large sized image files used, because of the 

values of pixels recorded into computer memory in this 
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approach, some hardware errors may be encountered 
because of too much memory will be needed. 

• Image quality, contrast and noise ratio affect the 
algorithm’s success in large scales. 

• The linear feature’s surface and cover qualities also affects 
the algorithm’s success. 
 

In order to be able to solve these problems and making the 
software more effective; for improving the contrast in images 
and lowering the noise ratios, filters like antisotrophic diffusion 
filter with including ability of the edge enhancement algorithms 
into developed approach, for filling the blanks that are caused 
by the large obstacles applying ability of the different 
interpolation methods and for handling the big sized images in 
computer environment the use ability of the pyramid levels will 
be studied. 
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ABSTRACT: 
 
Interferometric Synthetic Aperture Radar has the capability to provide the user with the 3-D-Information of land surfaces. To gather 
data with high height estimation accuracy it is necessary to use a wide interferometric baseline or a high radar frequency. However 
the problem of resolving the phase ambiguity at smaller wavelengths is more critical than at longer wavelengths, as the unambiguous 
height interval is inversely proportional to the radar wavelength. To solve this shortcoming a multiple baseline approach can be used 
with a number of neighbouring horns and an increasing baselength going from narrow to wide. The narrowest, corresponding to 
adjacent horns, is then assumed to be unambiguous in phase. This initial interferogram is used as a starting point for the algorithm, 
which in the next step  unwraps the interferogram with the next wider baseline using the coarse height information to solve the phase 
ambiguities. This process is repeated consecutively until the interferogram with highest precision is unwrapped. On the expense of  
this multi-channel-approach the algorithm is simple and robust, and even the amount of processing time is reduced considerably, 
compared to traditional methods. The multiple baseline approach is especially adequate for millimeterwave radars as antenna horns 
with relatively small aperture can be used while a sufficient 3-dB beamwidth is maintained.  
The paper describes the multiple baseline algorithm and shows the results of tests on a synthetic area. The test objects are 
representative in size for generic buildings. Possibilities and limitations of this approach are discussed. The relevance for 
applications of millimeterwave InSAR as means for the extraction of characteristics of buildings is highlighted. Examples of digital 
elevation maps derived from measured data are shown. 
 
KURZFASSUNG: 
 

Mit interferometrischem SAR können dreidimensionale Informationen über Landoberflächen gewonnen werden. Um Daten mit 
hoher Höhenschätzgenauigkeit gewinnen zu können, muss entweder eine große interferometrische Basis gewählt oder bei geringerer 
Basisbreite eine höhere Betriebsfrequenz verwendet werden. Bei höherer Radarfrequenz ist jedoch das Problem der 
Phasenfortsetzung schwieriger zu lösen, da das eindeutig bestimmbare Höhenintervall invers proportional zur Frequenz ist. Um 
diesen Nachteil auszugleichen, kann ein Multibasenansatz verwendet werden, der mehrere benachbarte Sende-/Empfangshörner mit 
zunehmender Basisbreite nutzt. Für die geringste Basisbreite sollte die Phasenbeziehung eindeutig sein. Das zugehörige 
Interferogramm wird als Ausgangsdatensatz für ein rekursives Verfahren genutzt, bei dem die Grobinformation des ungenaueren 
Interferogramms als Basis für das nächst feinere Interferogramm dient. Mit dem Nachteil des höheren Hardwareaufwandes ergibt 
sich hier ein sehr einfacher und dabei schnell arbeitender Ansatz für den Phasenfortsetzungsalgoritmus. Der Mehrbasenansatz ist 
besonders für den Millimeterwellenbereich geeignet, da hier Antennenhörner mit relativ geringer Apertur bereits eine ausreihende 
Bündelung bieten. 
Der Beitrag beschreibt den Mehrbasenalgoritmus und zeigt Ergebnisse für eine generische Testszene. Die Bedeutung dieser Methode 
für die Bestimmung der Höhencharakteristik von Gebäuden wird besprochen. Vor- und Nachteile dieses Ansatzes werden diskutiert 
und Beispiele erläutert. 
 
 

1. INTRODUCTION 

Requirements for forces engaged in peacekeeping and anti-
terror missions demand  reconnaissance systems with all-
weather capability delivering in-time information content. A 
solution to these requirements are  liteweight SAR-Systems on-
board of  RPVs. For the realization of compact and robust 

systems with all-weather capability, millimeterwave radars are 
the prime choice. In addition to the compactness of the 
millimetric hardware, for which even integrated subsystems on 
GaAs-basis are feasible, very simple and straight-forward 
signal-processing techniques can be used at millimeterwave 
frequencies. This is mainly due to three reasons (Boehmsdorff, 
S., 1989): The aperture length of the SAR is reduced by the 
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ratio of wavelengths at equal cross-range resolution, and allows 
lower requirements for the flight stability of the airborne 
platform. The amount of excessive backscattering at edges and 
corners of  man made structures is much less due to a relatively 
higher geometric deviation of right angles and straightness of 
lines and a higher roughness of surfaces. Interferometric SAR  
at millimeterwave frequencies offers the additional advantage of 
small baselines for high height estimation accuracy. However 
the smaller wavelength leads also to a higher phase ambiguity, 
resulting in a much higher amount of sophistication for phase 
unwrappin at these radar bands.  
To overcome this shortcoming, a hardware approach has been 
developed using  multiple baselines to deliver interferograms at 
different height estimation precision ranging from low to high. 
This approach is adequate for millimeterwaves as those 
different baselines can be accommodated within small 
geometric dimensions. For classical radar bands this can not be 
achieved within dimensions typical for RPVs. 
 

2. A MULTIPLE BASELINE APPROACH FOR 
MILLIMETERWAVE INTERFEROMETRIC SAR 

2.1 Hardware Assembly 

The millimeterwave radar system for which the algorithm has 
been developed (Boehmsdorff, S., 2001) is equipped with a 
multibaseline antenna consisting of an array of six horns 
followed by a cylindrical lens, which achieves the azimuthal 
beamforming. The antenna has a 3 dB beam width of 3° in 
azimuth and 12° in elevation. A photo of the antenna 
arrangement is shown in Fig 1. E1 – E4 denote the four 
receiving channels, S1 and S2 the two possible transmitting 
ports.  
 

 

 

 

 

 

 

 

       

Figure 1: Radar Front - End with Multiple Baseline Antenna 
 

From each receiver channel complex data are retrieved. Due to 
the geometry of the horn ensemble five independent 
interferograms can be extracted. 
 
2.2 Basic Phase Unwrapping 

The phase unwrapping method based upon this hardware 
approach needs at least one unambiguous interferogram, which 
is usually the one corresponding to the smallest baseline. In 
case that this one is not unambiguous, it is necessary to unwrap 
it with an algorithm based upon a different approach. This can 

be a quite simple one like the Goldstein or Dipole algorithm [2], 
if the height variation of the imaged area doesn’t exceed the 
unambiguous height dramatically. In order to start the further 
processing all available interferograms are stored and sorted 
according to their baselines. The full process is tested using a 
synthetic scene with a number of generic objects. This is 
described in the following. 
 
 

3. DESCRIPTION OF SYNTHETIC TEST AREA 

The test area described here is an artificial data set, created by a 
program written in Matlab®. Its dimension is 1000 × 2000 
pixels, and it contains several sample objects of different 
heights and shapes. In particular there are seven generic objects 
to test the unwrapping algorithm and in addition two noise 
patches. All objects are located on a flat plane. A picture of the 
elevation model, which is described qualitatively in the 
following, is shown in Fig. 2. 
 
  

 
 
Figure 2: Elevation model of the test area. Noise patches are 

shown as white holes in the plane. 
 
The first object at the upper left corner is a set of three 
mountains of Gaussian shape and different height and width 
neighboured by a round pillar. Below these there is a box, 
representing a man made object like a building, with a noise 
patch in the back simulating the shadow of the object. The next 
object is a round noise patch resembling a water surface were 
the backscattering tends to be of specular character and the 
phase appears noisy. Then a ramp is leading below the plane 
like a pit. Two rectangular pillars of different heights and an 
increasing ramp above a rectangular cross section complete the 
synthetic test area. For this test area the effectiveness of a new 
phase unwrapping technique, based upon an approach using 
more than two receiver channels at increasing interferometric 
basewidth will be evaluated.  
 

4. DISCUSSION OF BASIC INTERFEROGRAMS 

From this elevation model five interferograms were calculated 
for a baseline ratio of 1:2:3:4:5 relative to the first one. For the 
test it is assumed that the reference interferogram is 
unambiguous. All other interferograms are allowed to exhibit as 
many phase excursions as appropriate for the respective height. 
Due to  the baseline ratios they are limited to five. In addition 
all simulated interferograms are corrupted with white noise of 
± 15 ° to resemble a typical measured data set. The phase values 
corresponding to the ground-plane are allowed to exhibit an 
arbitrary offset relative to each other. The five interferograms 
are show in Figs. 3-7. To localize the noise patches the pseudo 
correlation map is rather used. The pseudo correlation map 
(Ghiglia, D. C., 1998) can be used as a quality criterion when 

S2

E4

E2

E3

S1

E1

S2

E4

E2

E3

S1

E1

PIA07 - Photogrammetric Image Analysis  ---  Munich, Germany, September 19-21, 2007
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

36



 

the magnitudes of the complex values are unknown. It is 
defined by: 
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The two sums are evaluated in an interval of the dimension k x 
k around each pixel (m,n). The values of ϕi,j are the phase 
values of the interferograms. Therefore this quality map is 
always available, even if only the phase differences are know. 
Within the correlation map points of low correlation indicate 
areas where the phase is decorrelated. These regions are noisy 
patches, like shadow areas or any region which shows specular 
reflectance. As an example Fig. 8 depicts the pseudo correlation 
map for the interferogram with the widest baseline shown in 
Fig. 7. 

    

Figure 3: Interferogram,      Figure 4: as Fig. 3,  
Baseline 1              Baseline 2 
 

   

Figure 5: as Fig. 3,       Figure 6: as Fig. 3,  
Baseline 3         Baseline 4 

   

Figure 7: as Fig. 3,  Figure 8: Pseudo correla- 
Baseline 5    tion map related to Fig. 7 
 

The chart of Fig. 8 shows clearly the areas of low correlation 
within the noisy patches.  In addition the limits of  the box, the 
two pillars and the descending ramp are marked as areas of low 
correlation because of the considerable phase variation, 
although the phase within that limits is well defined. The border 
of the ascending ramp is marked with dashed lines which is due 
to the periodic correlation of the phase values (modulo 2π) 
while the phase values are increasing in comparison to that of 
the ground plane. Although the pseudo correlation map has the 
disadvantage of indicating steep terrain as low correlated it can 
be used as a tool to guide the phase unwrapping algorithm. In 
the example it serves to define areas where phase unwrapping is 
possible. After creating the interferograms at increasing base-
width it is possible to establish the unwrapping algorithm. 
 

5. PHASE UNWRAPPING ALGORITHM FOR 
MULTIPLE BASELINE INSAR DATA 

5.1 Description of the Process 

As mentioned under 2.2 the algorithm needs at least one 
unambiguous interferogram as an initial starting point. It is 
postulated for the evaluation process, that the first 
interferogram, related to the narrowest baseline, is 
unambiguous. For further processing all interferograms are 
sorted according to their baselines. The unwrapping algorithm 
works iteratively using one interferogram after the other. From 
the preceding interferogram a look-up table is generated and 
used for unwrapping the next interferogram with higher 
interferometric base width where the phase is ambiguous but 
exhibits a higher precision. This is repeated until all 
interferograms are processed successively. It has to be pointed 
out, that unlike in the usual residues approach, no paths around 
ambiguous areas have to be searched to unwrap the phase. All 
undefined pixels within the resulting interferogram are strongly 
restricted to their location, and there is no error spread in the 
image plane. Errors that occur are mainly due to excessive 
phase noise. Due to the scaling of the successive interferograms 
which has to be done during the unwrapping process, the noise 
contributions are also scaled by the same ratio and therefore 
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erroneous pixels may occure. To solve this problem, the 
algorithm searches for suspicious isolated pixels within the 
resultant interferogram. For those pixels a test procedure 
determines if adding ± 2π gives a better result matching them to 
the surrounding pixels. The flow chart of the unwrapping 
algorithm is given in Fig. 9. 
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Figure 9: Flow chart of the unwrapping algorithm 
 
 
 
 
 
 

Within all figures the gray scale is the same, where black 
represents –π and white π. The algorithm starts with the first 
channel combination and unwraps all following ones. To 
visualize the success of the coarse to fine unwrapping process 
Fig. 10 shows the raw phase as vertical profile related to the 
synthetic area and Fig. 11 the corresponding unwrapped phase. 
It can be seen that the algorithm leaves most values untouched 
except at those positions where the phase is wrapped around. It 
has to be pointed out, that the algorithm presented here works 
fully automatically after choosing the input parameters and 
provides the user with five interferograms of different quality 
that have no or only a few residues left outside the noisy 
patches of shadow areas.  

 

Figure 10: Vertical Profile of raw Phases 
 

 

Figure 11: Vertical Profile gained by Coarse to Fine Process 
 

5.2 Comparison with a Conventional Unwrapping Method 

To demonstrate the advantage of the new coarse to fine 
unwrapping process (C2F) a conventional unwrapping method 
using residues has been applied to the model scene. Fig. 12 
shows the comparison. It is obvious, that at those parts of the 
interferogram, where noise patches or even singular noise pixels 
appear the conventional method runs into problems and errors 
are spreading into the interferogram. To eliminate them a 
special treatment has to be done. The C2F-method does not 
suffer from such difficultties. As demonstrated under chapter 
5.1 a vertical profile through the interferogram plane has been 
calculated and is shown in Fig. 13. It shows the difficulties for 
the Dipole method to cope with certain features of the 
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interferogram, namely holes in the plane and increasing ramps 
with multiple phase periods. Comparing the calculation time 
requirements it turns out, that the C2F Algorithm is about ten 
times faster than the conventional process. 
 

      

Figure 12: Comparison of Results of C2F-process and 
conventional Dipole Method 

 

 

Figure 13: Vertical Profile gained by Dipole Method 
 

Fig. 14 shows a section of the residue chart for the circular 
region incorporating phase noise contributions in comparison 
with the corresponding section of the way chart. The latter 
describes the path which may not be exceeded by the phase 
unwrapping process.  
The example shows, that even with multiple folding of the 
interval [-π, π] the algorithm delivers correct values, as long as 
the interferogram is unambiguous. The method avoids a time 
consuming calculation of the adequate integration path with the 
expense of a higher amount of hardware. It has further to be 
pointed out, that there is no error continuation within the image 
plane as with residue based methods, and all erroneous values 
stay strictly limited to its vicinity. 

         
 

Figure 14: (left) Residue Chart, negative Values = white, 
positive Values = black, (right) Representation of the Way 
Chart, allowed Ways = grey, Not allowed Ways = white 

 
6. SUMMARY 

At mm-wave frequencies even with moderate baselines, i.e. in 
the order of 30 cm, a good height estimation is possible, which 
is appropriate to resolve the shape of man-made objects. On the 
other hand a severe disadvantage is the high height ambiguity 
due to the short phase repetition frequency at mm-wavelengths. 
So much emphasis has to be put into the phase-unwrapping 
algorithm. Appropriate for the possibility of  small geometrical 
dimensions and ease of processing is the hardware approach of 
a multiple baseline antenna which makes the employment of the 
described coarse-to-fine algorithm possible. Because scaling is 
important for this process an appropriate ratio of consecutive 
baselines is essential. Good results can  be achieved with a ratio 
of 5. Nevertheless the limitation of this algorithm is, that one 
initial unambiguous interferogram is necessary to start with. As 
the absolute phase variation in each unwrapped interferogram is 
constant, the relative phase variation becomes smaller within 
each of the consecutively unwrapped interferograms. The 
system and the algorithm presented here, is a suitable approach 
for mm-wave frequencies where the dimension of the 
multibaseline antenna itself does not exceed that of the sensor 
front-end.  
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ABSTRACT 
 

Many real-time tasks in geospatial data analysis are based on matching of visual data, i.e. finding similarity and/or disparity in 
geoimages either in the remotely sensed source data or in geospatial vector and raster products. When human eyes scrutinize a scene, 
the brain performs matching of visual streams, acquired by eyes and transmitted via all chains of human visual system. As the result 
the brain creates a comfortable visual model of the scene and alarms, in case some distinct disparity in visual perception is found. 
While observing a scene, the optical axes of both eyes are naturally directed to the same area of the object, which is particularly true 
for visual perception of stereoscopic images on a computer screen. If eye movements are recorded while observing the virtual 
stereoscopic model generated in the brain, it is possible to detect such regions of interest using fixations, identified in eye-tracking 
protocols. These fixations can be considered as coordinates of feature points of an object being observed (regions of interest) and can 
be used to reconstruct corresponding 3D geometric models by applying classical stereo photogrammetric procedures. This novel way 
of utilizing eye-tracking leads to establishment of “eye-grammetry” - a new approach which melds human visual abilities and the 
computational power of modern computers to provide “sight-speed” interaction between the human operator and the computer 
software in augmented geospatial data acquisition and processing systems. This paper reviews theoretical and practical aspects of 
eye-tracking for real-time visual data processing and outlines two particular fields of applications where the proposed technology 
could be useful: gaze-tracking based 3D modeling and geospatial knowledge elicitation. 

 
 

                                                                 
∗

 Corresponding author 

1. INTRODUCTION 

Many real-time tasks in geospatial data analysis are based on 
matching of visual data, i.e. finding similarity and/or 
disparity in geoimages either in the remotely sensed source 
data or in geospatial vector and raster products. Image fusion, 
change detection, 3D surface reconstruction, geospatial data 
conflation, – these are the only few examples of tasks that 
employ visual matching. Humans can instantaneously 
“sense” visual disparity due to the fundamental capabilities 
of the human visual system to perform matching. When 
human eyes observe a scene, the brain performs matching of 
visual streams, acquired by eyes and transmitted via all 
chains of the human visual system.  
 
The brain creates a comfortable visual model of the scene 
and alarms, if some distinct disparity in visual perception has 
been found. Human-computer symbiosis, in augmented 
geospatial data acquisition and processing systems is based 
on eye-tracking techniques that makes it possible to arrange a 
“sight-speed” loop for interaction of human operator and 
computer software. 
    
The virtual scene, imagined in the brain, is inherently related 
to neuro-physiological features of the human visual system 
and differs from the real world. The brain processes visual 
input by concentrating on specific components of the entire 
sensory area so that the interesting features of a scene may be 
examined with greater attention to detail than peripheral 
stimuli. Visual attention, responsible for regulating sensory 
information to sensory channels of limited capacity, serves as 
a “selective filter”, interrupting the continuous process of 
ocular observations by visual fixations. That is, human vision 

is a piecemeal process relying on the perceptual integration 
of small regions of interest (ROI) to construct a coherent 
representation of the whole. 
 
While observing a scene, the optical axes of both human eyes 
are naturally directed to the same area of the object, which is 
particularly true for visual perception of stereoscopic images 
on a computer screen. Human eyes, under subconscious 
control, move very rapidly to scan images and the result of 
this scanning is sent to the brain.  
 
If eye movements are recorded while observing the virtual 
stereoscopic model, generated in the brain, it is possible to 
detect such regions of interest using fixations, identified in 
eye-tracking protocols. These fixations can be considered as 
coordinates of feature points of an object being observed 
(regions of interest) and can be used to reconstruct 
corresponding 3D geometric model, applying classical stereo 
photogrammetric procedures. This novel way of utilizing 
eye-tracking data leads to establishment of “eye-grammetry” 
- a new branch of photogrammetry, which synthesizes human 
visual abilities and fundamentals of classic stereometry for 
real-time 3D measurements. 
 
While it is generally agreed upon that fixations correspond to 
the image measurements, it is less clear exactly when 
fixations start and when they end. Common analysis metrics 
include fixation or gaze durations, saccadic velocities, 
saccadic amplitudes, and various transition-based parameters 
between fixations and/or regions of interest. The analysis of 
fixations and saccades requires some form of fixation 
identification (or simply identification) - that is, the 
translation from raw eye-movement data points to fixation 
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locations (and implicitly the saccades between them) on the 
visual display. Fixation identification is an inherently 
statistical description of observed eye movement behaviors. 
Comparative study of fixation identification algorithms 
(Salvucci and Goldberg, 2002) suggests dispersion-threshold 
method as a fast and robust mechanism for identification of 
fixations. This method is also quite reliable in applications 
requiring real time data analysis, which is a critical aspect in 
real-time photogrammetric applications. 
 
The previous research outline theoretical and practical 
aspects of combining the human capability of matching 
visual images with a computer’s capability of fast 
calculation, data capturing and storage to create a robust 
system for real-time visual data processing (Gienko and 
Chekalin, 2004). Theoretical research has been done to 
investigate neuro-physical features of human visual system 
and analyze technical parameters of eye-tracking systems. 
Research work was aimed on designing of a prototype of the 
system, developing algorithms for stereoscopic eye-tracking 
and investigation of accuracy issues of visual perception and 
stereoscopic measurement of geospatial information, - aerial 
photographs in particular (Gienko and Chekalin, 2004, 
Gienko and Levin, 2005).   
 
The present paper describes two fields of applications where 
the proposed technology could be useful: 1) fast generation 
of 3D models based on eye movement measurements during 
observation by human operators of stereoscopic models; 2) 
knowledge elicitation: automated eye-tracking allows 
establishment of a protocol of an expert’s conscious and 
subconscious processes during visual image interpretation 
sessions, that enables extraction and formulation of 
knowledge which, being asked, experts are usually unable to 
articulate. 
 
 

2. VISUAL PERCEPTION: SEEING AND 
MATCHING 

Typical tasks in geospatial data visual analysis include, but 
not limited to retrieval of information, image interpretation, 
change detection, 3D surface reconstruction and updating of 
derived geospatial data such as GIS vector layers. In many 
application scenarios such as risk management or military 
targeting etc. it is required to perform these tasks in the real-
time mode. Specifically all these tasks require visual data 
matching and fusing performed by a human analyst, who at 
the same time can be a Subject Matter Expert (SME) and, 
under certain circumstances act as a Decision Maker. Thus, 
the solutions described below constitute some useful 
technology empowering certain types of decision support 
systems, which in terms of Computer Sciences can be 
defined as a Human-Computer Symbiosis (HCS) in visual 
data analysis.  
 
Table 1 outlines main stages of a typical image analysis 
process which usually involves certain human intellectual 
and computerized recourses, employed simultaneously or 
concurrently, whichever is the most effective for a particular 
task: 
 
 
 
 
 

Table 1.  Human and computers in image analysis  
Stage Agent 

  General matching of observed scenes brain  

  Tuned area matching brain computer

  Disparity evaluation brain computer

  Finding spot correspondence brain  

  Object recognition brain  

  Measuring (un)matched objects brain computer

  Measurements registration  computer

  Statistics  computer

  Analysis brain computer
 
This authors’ point of view on comparative effectiveness of 
human analysts and automated computer programs at a 
particular stage of image analysis prompts us to develop a 
human-in-the-loop technology for processing of geospatial 
visual data in the most efficient way. As humans perceive 
and process vast amount of information about the 
environment through their visual system at extremely high 
speed, it is seems reasonable to combine this human’s ability 
and computational power of computers to build a Human-
Computer Symbiosis platform for processing of visual 
geospatial data.  Such HCS can be based on registering of 
visual activity of an operator using techniques of real-time 
eye-tracking. While the human brain performs searches and 
analysis of visual data, operator’s eyes subconsciously scan 
the visual scene. Such eye movements are driven by and 
indirectly represent results of internal processes of visual 
searching and matching, performed by the whole human 
visual system. Tracking and analyzing eye movements 
allows us to arrange a ‘sight-speed’ loop with the computer 
which should perform the rest of the tasks where 
computations and data storage are predominant. 
 
 

3. VISUAL PERCEPTION AND EYE MOVEMENTS 

The virtual scene, imagined in the brain, is inherently related 
to neuro-physiological features of human visual system and 
differs from the real world.  The brain processes visual input 
by concentrating on specific components of the entire 
sensory area so that the interesting features of a scene may be 
examined with greater attention to detail than peripheral 
stimuli. Visual attention, responsible for regulating sensory 
information to sensory channels of limited capacity, serves as 
a “selective filter”, interrupting the continuous process of 
ocular observations by visual fixations. That is, human vision 
is a piecemeal process relying on the perceptual integration 
of small regions to construct a coherent representation of the 
whole. 
 
Neurophysiological literature on the human visual system 
suggests the field of view is observed through brief fixations 
over small regions of interest (ROIs) (Just and Carpenter, 
1984). This allows perception of detail through the fovea. 
When visual attention is directed to a new area, fast eye 
movements (saccades) reposition the fovea. Foveal vision 
allows fine scrutiny of approximately 3% of the field of view 
but takes approximately 90% of viewing time, when 
subtending 5 deg of visual angle occurs. A common goal of 
eye movement analysis is the detection of fixations in the eye 
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movement signal over the given stimulus or within stimulus 
ROIs. 
 
It has been found (Mishkin et.al.,1983) that humans and 
higher animals represent visual information in at least two 
important subsystems: the where- and the what systems. The 
where-system only processes the location of the object in the 
scene. It does not represent the kind of object, but this is the 
task of the what-system. The two systems work 
independently of each other and never converge to one 
common representation (Goldman-Rakic,1993). 
Physiologically, they are separated throughout the entire 
cortical process of visual analysis.  
 
When the brain processes a visual scene, some of the 
elements of the scene are put in focus by various attention 
mechanisms (Posner et.al.,1990). When the brain analyses a 
visual scene, it must combine the representations obtained 
from different domains. Since information about the form 
and other features of particular objects can be obtained only 
when the object is foveated, different objects can be attended 
to only through saccadic movements of the eye – the rapid 
eye movements, which are made at the rate of about three per 
second, orienting the high-acuity foveal region of the eye 
over targets of interest in a visual scene. The characteristic 
properties of saccadic eye movements (or saccades) have 
been well studied (Carpenter, 1988).  
 
Saccades are naturally linked with fixations – relatively 
stable positions of the eye during a certain time. Varieties of 
researches prove that visual and cognitive processing do 
occur during fixations (Just and Carpenter, 1984). The 
process of fixation identification is an inherently statistical 
description of observed eye movement behaviors and 
separating and labeling fixations and saccades in eye-
tracking protocols is an essential part of eye-movement data 
analysis (Salvucci and Goldberg, 2000). 
 
 

4. FROM EYE FIXATIONS TO IMAGE 
MEASUREMENTS 

In continuous movements eyes can be relatively stable only 
limited time, in most cases 200 to 800 msec. These fixations 
in eye positions occur in and correspond to certain regions of 
interest where the eyes perceive featured objects of the scene 
or part thereof. Projection of a certain fixation into the 
object’s plane corresponds to a gaze position which in case of 
an image displayed on computer screen corresponds to 
certain area of an image matrix which allows as consider 
these gaze positions as image measurements. 
 
While it is generally agreed upon that fixations (through their 
projected coordinates into the object’s plane) correspond to 
coordinates of points in image, it is less clear exactly when 
fixations start and when they end. Common analysis metrics 
include fixation or gaze durations, saccadic velocities, 
saccadic amplitudes, and various transition-based parameters 
between fixations and/or regions of interest (Salvucci and 
Goldberg, 2000). The analysis of fixations and saccades 
requires some form of fixation identification (or simply 
identification)—that is, the translation from raw eye-
movement data points to fixation locations (and implicitly the 
saccades between them) on the visual display. Fixation 
identification is an inherently statistical description of 
observed eye movement behaviors.  

For spatial characteristics, (Salvucci and Goldberg, 2000) 
identify three criteria that distinguish three primary types of 
algorithms: velocity-based, dispersion-based, and area-based. 
Velocity-based algorithms emphasize the velocity 
information in the eye-tracking protocols, taking advantage 
of the fact that fixation points have low velocities and 
saccade points have high velocities. Dispersion-based 
algorithms emphasize the dispersion (i.e., spread distance) of 
fixation points, under the assumption that fixation points 
generally occur near one another. Area-based algorithms 
identify points within given areas of interest (AOIs) that 
represent relevant visual targets. These algorithms provide 
both lower-level identification and higher-level assignment 
of fixations to AOIs. Because fixations can also be used as 
inputs to AOI algorithms, these can also represent higher 
levels of attentional focus on a display (Scott and Findlay, 
1993). These dwell times can be considered ‘macro-
fixations’, in that they organize fixations into a larger picture. 
For temporal characteristics, (Salvucci and Goldberg, 2000) 
include two criteria: whether the algorithm uses duration 
information, and whether the algorithm is locally adaptive. 
The use of duration information is guided by the fact that 
fixations are rarely less than 100 ms and often in the range of 
200-400 ms. The incorporation of local adaptivity allows the 
interpretation of a given data point to be influenced by the 
interpretation of temporally adjacent points; this is useful, for 
instance, to compensate for differences between ‘steady-
eyed’ individuals and those who show large and frequent eye 
movements. 
 
Comparative study of fixation identification algorithms 
(Salvucci and Goldberg, 2002) suggests dispersion-threshold 
method as a fast and robust mechanism for identification of 
fixations. This method is also quite reliable in applications, 
requiring real time data analysis, which is a critical aspect in 
real-time photogrammetric applications (Gienko and 
Chekalin, 2004). 
 
 

5. EYE-GRAMMETRY 

Spatial and temporal data derived from eye movements, 
compiled while the operator observes the geospatial imagery, 
retain meaningful information that can be successfully 
utilized in image analysis and augmented photogrammetry. 
We call this technology Eye-grammetry - a new approach to 
a ‘sight-speed’ acquisition and processing geospatial visual 
data using real-time eye-tracking technologies. Eye-
grammetry is derived from words “eye” and “grammetry” 
(measure) and stands for obtaining reliable information about 
physical objects and the environment by detection and 
analysis of human eye movements observing these objects or 
their visual representations in images. 
 
In general, the word grammetry refers to non-contact 
measurements of the object from images. Nowadays we use a 
number of “grammetric” techniques, aimed on precise 
measurement of the object, pictured in images. To acquire 
these images, some very advanced technologies are used – in 
different spectral zones and data presentations. Every new 
technological break-through, resulting in appearance of a 
new sensor, introduces a new definition – radar-grammetry, 
sonar-grammetry, x-ray-grammetry, etc. Sometimes looking 
at some of such images it is hardly to say that it is an image 
in the sense, that it was used early last century for 
conventional photographs. 
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Several attempts have been made to introduce the broader 
definitions such as “iconoactinometry” to describe new 
methods of registration and visual representation of the 
imaged objects using modern techniques, but the term 
“grammetry” is still well known and widely accepted within 
the professional community. So, to keep the traditions, we 
name our method Eye-grammetry – a new technology for 
measuring and interpretation the images. 
In general, eye-grammetry could be defined as a technology 
of obtaining quantitative information about physical objects 
and the environment. This is done through measuring and 
interpreting images, acquired by different terrestrial, airborne 
or satellite sensors. In contrast to traditional principles of 
creation of photogrammetric terms, the first word component 
introduces spectral characteristics of registered radiation 
(photo, radar, x-ray), the word eye in our definition is 
interpreted as a "tool" and grammetry is widened for "image 
measurements". Therefore, eye-grammetry means measuring 
of objects in images by the eyes. 
 
Technically, eye-grammetry is a technology based on 
principles of tracking the human eye movements while 
perceiving the visual scene. Spatial and temporal data 
derived from eye movements, compiled while the operator 
observes geospatial imagery, retain meaningful information 
that was successfully utilized in image analysis and 
augmented photogrammetry. This challenge is achievable 
based on human stereopsis principles.  
 
Human stereopsis declares that while observing a scene, 
optical axis of the both human eyes are naturally directed to 
the same area of the object, which is particularly true for 
visual perceiving of stereoscopic images on a computer 
screen. Processing recorded movements of eyes, 
subconsciously scanning scene or image,  it is quite possible 
to  identify centers of gravity of fixation areas, which 
correspond to (and coincide with ) identical points of the 
object on the left and right images of a stereopair (Figure 1).  
 

 
Figure 1. Eye movement trajectory in fixation area 

 
Projected gaze directions of the operator’s eyes for 
corresponding fixations can be interpreted as coordinates of 
the featured points of an object being observed in stereo 
image (Figure 2). Thus, the main challenge in eye-grammetry 
is identification of fixations in eye-tracking protocols and 
calculation corresponding gaze directions to define 
coordinates of points in observed images, which then can be 
treated as conventional photogrammetric measurements. 
 

 
 

Figure 2. Stereoscopy in eye-grammetry 
 
 

6. EYE TRACKING FOR 3D GEOSPATIAL 
MODELING 

Several techniques are used to track eye movements. The 
electro-oculography technique is based on electric skin 
potential, and uses the electrostatic field that rotates along 
with the eye. By recording quite small differences in the skin 
potential around the eye, the position of the eye can be 
detected (Mowrer et al, 1936, Gips et al, 1993). If the users 
wear a special contact lens, it is possible to make quite 
accurate recordings of the direction of gaze. By engraving 
one or more plane mirror surfaces on the lens, rejections of 
light beams can be used to calculate the position of the eye 
(Ward, 2001). The most common techniques of eye tracking 
are based on rejected light. These techniques employ limbus 
tracking, pupil tracking and corneal reflection (Mauller et al., 
1993, Ward, 2001). The highest spatial and temporal 
resolution could be achieved using the dual-Purkinje eye-
trackers (Cornsweet and Crane, 1973).  
 
Design of an eye-tracking system optimal for the geospatial 
data processing was an initial effort of the current research 
(Gienko and Chekalin, 2004, Gienko and Levin, 2005).  
Figures 3 and 4 demonstrate the principal design and working 
prototype of the system demonstrated in 2004 at XXth ISPRS 
congress in Istanbul (Geoiconics 2004, Intelligaze 2007).  

 

 
 
Figure 3. Principal design of eye-tracking system for 

geospatial visual data processing  
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Figure 4. Working prototype of eye-tracker for processing of 

geospatial visual data 
 
Calibration of precise eye-tracking systems is a bottleneck in 
augmented photogrammetric systems. Depending on chosen 
technique and hardware process of calibration involves the 
following major steps: 1) photometric calibration video 
cameras; 2) estimation positions of IR LEDs in order to 
estimate center of cornea; 3) resolving the geometric 
properties of a monitor; 4) determining relationship between 
video cameras and the screen to transform camera and 
monitor coordinate systems; and 5) determining the angle 
between visual-optical axis. 
 
Once calibrated, the photogrammetric eye-tracking system 
can be used for two major applications, which involve 
matching of geospatial visual data: a) generation of 3D 
models based on eye-tracking; b) knowledge extraction based 
on eye-tracking protocols of the Subject Matter Experts 
(SME) and Decision Makers.  
 
Figure 5 illustrates major stages of photogrammetric eye-
tracking process for 3D modeling, assuming that eye-tracking 
system has been calibrated and the human analyst observes 
the scene stereoscopically under comfortable and stable 
stereoscopic conditions.  
 

 
 
Figure 5. Principles of 3D scene restoration based on eye-

movement measurements 
 
The challenge in this technology is to extract a set of discrete 
and well-defined image measurements to reconstruct 3D 
model of a scene in the real-time. Point measurements are 
derived from fixations, which, in turn, statistically calculated 
and extracted from eye-movement protocols using 
individually set criteria, defined as a result of geometric 
calibration which contains personal data and parameters for 
each human analyst. Calibration process is personalized and 
sensitive to physiological parameters of eyes. Apart from 
projection parameters to calculate gaze position on the 

screen, the calibration involves compensation of head 
movements which is the second derivative and partially 
correlated with saccadic eye movements.  
 
 

7. EYE-TRACKING AND GEOSPATIAL SME 
KNOWLEDGE EXTRACTION 

The idea of using eye-tracking for geospatial Subject Matter 
Expert (SME) knowledge elicitation is based on discovering 
and formalizing associations and correlations between 
content of the image observed, expert’s eye-movements 
trajectories and particular tasks given to an expert – whether 
it is targeting of specific objects in a set of multi-sensor and 
multi- temporal images, pure image classification or some 
other task involving geospatial data such as maps and GIS 
layers or other visual information.  The system tracks the 
expert’s gaze directions while he selects and labels objects, 
then calculates parameters of the selected objects and 
generates preliminary classification rules by applying a 
dedicated knowledge mining approach.  
 
The challenge of this approach is to improve data mining 
procedures by means of the rules extracted from human 
analyst deploying eye-tracking system. Technological 
scheme of the eye-tracking based visual knowledge 
extraction is depicted in Figure 6. 

 
 Figure 6. Eye-tracking based knowledge elicitation process 
 
Once the expert finishes natural process of image 
recognition, the full set of extracted rules is verified by re-
applying those rules by automatic classification of the same 
source image. All automatically extracted and classified 
objects then matched against the results of the expert’s 
natural work. Unmatched objects indicate inadequacy of the 
extraction rules. The expert interactively reviews and verifies 
results of image interpretation to discover the reasons of 
inadequacy which then will be used to adjust algorithms and 
parameters for automated extraction of decision rules. It is an 
iterative and interactive process, so the results will be 
immediately applied to the source image and the expert will 
be able to evaluate effectiveness of the newly added or 
modified rule. Once finished, the system will apply “reverse 
rule” verification to cluster extracted rules and rate them in 
order to select the minimum set of major rules and 
knowledge sufficient for robust classification of particular 
objects.  
 
The system is designed to implement self-learning concept to 
accrue results of classification of the same image carried out 
by a number of experts with different levels of expertise. The 
system allows Subject Matter Experts (SMEs) to formalize 
and transfer their imagery knowledge into knowledge-based 
reasoning systems most efficiently, with minimal help of 
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knowledge engineers.  Conceptually this technology is based 
on research in neurophysiologic features of human visual 
system (HVS), particularly related to Gestaldt rules, and 
cognitive associations while perceiving meaningful visual 
information. 
 
 

8. CONCLUSIONS AND OUTLOOK 

Eye-grammetry is a very new direction in geospatial data 
acquisition, processing and analysis. Based on eye-tracking 
methods, eye-grammetry synthesizes human visual abilities 
and computational power of computers to build a new kind of 
Human-Computer Symbiosis, specifically designed to solve 
variety of tasks that involves extensive processing of 
geospatial visual data – from measurements to object 
recognition. Applications of eye-grammetry in geospatial 
technologies can be numerous – 3D modelling and eye-
guided selective LIDAR data cleaning, DEM compilation 
and interactive geodatabase updating using visual data 
fusion, natural disaster assessment and decision making 
support in Geographic Expert Systems, education, training 
and Real-Time Expertise Transfer (RTET), air-traffic control 
and geo-monitoring and warning systems,  homeland security 
and surveillance, etc.  
 
Further theoretical and practical research and investigations 
should be carried out towards comprehensive analysis of 
neuro-physiological features of human visual system, 
particularly on study of optical and physical eye parameters 
for observations of 3D virtual models by viewing stereo 
images in photogrammetric applications; precision and 
accuracy issues - such researches should encompass an 
impact of digital image resolution, video frames frequency 
and visual a-synchronism of left/right eyes on the accuracy of 
identification of fixations. Developing rigorous mathematical 
models to link light-eye-camera-object parameters for precise 
geometric calibration is another niche for extensive 
investigations. Hardware and optical limitations, real-time hi-
res video stream processing are the other challenges – some 
alternative programming languages and approaches have to 
be considered to ensure effectiveness of image measurements 
and data processing. 
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ABSTRACT: 
 
UltraCamX is the newest large format digital aerial camera system by Microsoft Photogrammetry (former Vexcel) and was 
introduced in 2006. We present a short technical overview about the sensor and we show results from a data experiment. Images 
from this sensor were produced at high overlaps and used to create digital surface models. In this paper the geometric accuracy of 
the digital surface data and the quality of UltraCamX images are presented. 
UltraCamX offers to capture one frame at an interval of 1.35 seconds. This allows to producing images at high overlaps at large 
scale and reasonable speed of the aircraft. For the data experiment a ground sampling distance of 10cm was produced at a forward 
overlap of 90%. Such redundant image data can be used to improve automation and robustness during the processing of dense 
surface models.  
 
 

1.1 1. INTRODUCTION 

Overlapping images are one important source data set for three 
dimensional object reconstruction and surface modeling. This 
application - known as “shape from stereo” – does rely on the 
quality of the source images. Geometric accuracy and 
radiometric bandwidth are the two most important requirements 
which are requested in order to produce quality results.  Since a 
few years large format digital aerial cameras are available and 
did find their way into the photogrammetric production. It was 
very obvious that the digital sensor did show advantages over 
film based, scanned images. The most important advantage can 
be seen in the radiometric quality, thus no longer film grain 
noise affects the matching process.   
 
Another advantage of digital sensors can be seen in the new all 
digital workflow excluding the expensive and time consuming 
handling of the film. Digital image data can be produced and 
stored at very attractive costs. Therefore the acquisition of data 
capture may be reorganized. Not the minimum of images but 
redundancy and robustness are the requirements of the all 
digital photogrammetric projects.  
 
The new digital sensor system by Microsoft, the UltraCam X 
was used to capture images over a well known project area. 
Digital surface information was extracted from UltraCamX 
images by means of image analysis. The project area of 
Gleisdorf was mapped at a ground sampling distance (GSD) of 
10 cm at a special flight pattern of high overlap. 9 lines are 
flown in N-S direction, with each about 31 images and 5 lines 
in the E-W direction, with about 25 images. The project is 
flown with 80 % forward overlap and 65% side overlap. 
We present the quality of the resulting Digital Surface Model 
(DSM) datasets. From one test flight one DSM was derived 
from the North to South flight lines and one from the East to 
West flight lines. The resulting DSMs are compared with 
Ground Control Points (GCP) in the area and z-Differences are 
shown.  
 

UltraCam X 

The UltraCam X large format digital aerial camera system was 
introduced in 2006 and can be seen as the successor of Vexcel’s 
UltraCam D. The basic concept of the design did not change. 
The sensor unit consists of eight camera heads. Four camera 
heads are responsible for the large format panchromatic image, 
another set of four camera heads contribute with four color 
bands in red, green, blue and near infrared. The sensor produces 
images of 14430 by 9420 pixels at a frame rate of 1 frame in 
1.35 seconds. Thus high overlaps of 80 % along track can be 
achieved at 5 cm GSD and a reasonable speed of the aircraft.  
The physical dimension of the image is 103.9 mm by 67.8 mm 
at a Pixel size of 7.2 µm. The principal distance of the camera is 
100.5 mm. 
 

 
 

Fig.1: UltraCam X digital aerial camera system with the Sensor  
Unit (right) and the airborne Computing Unit including two  

removable Data Units (left). 
 
 
The data storage system of the camera offers storage space for 
almost 4700 frames, thus the system is well prepared for 
intensive image harvest at large scales and at high overlaps. All 
image data are initially stored at 16 bit bandwidth (see Fig. 1).  
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1.2 Basic source data 

During the routine delivery process every UltraCamX camera 
systems has to pass a specific test flight which is performed 
over the test field of Gleisdorf near Graz. Figure 2 shows an 
overview of the flight plan for that area.  The size of the 
Gleisdorf test field is about 5 km by 7 km. It shows a huge 
diversity of cultivation including build up areas, traffic 
infrastructure, agricultural plans and forests. The ground truth 
consists of 56 full ground control points and a local GPS 
station. 
The source data sets for our DSM quality assessment consist of 
images taken at a ground sampling distance of 10 cm at a flying 
height of 1400 m above ground level. The forward overlap was 
set to 80% the side lap was set to 65% resulting into a distance 
between flight lines of 500 m and a base length of 200 m. This 
special flight pattern supports redundancy and thus automatic 
blunder detection. Flight lines facing north to south and flight 
lines facing east to west were used to produce two different sets 
of DSMs.  
During the flight mission GPS/IMU information was collected. 
 

 
 

Fig. 2: Overview of the Gleisdorf area with flight lines in two directions 
and 500 m spacing. The base distance between photo centers is 200 m. 

The DSM area is marked up by the blue quadrangle. 
 
The size of the source images of the UltraCamX camera system 
is 14430 pixels cross track and 9420 pixel along track, thus a 
footprint of 1443 m by 942 m is covered by one frame at a 
flying height of 1400 m. The single base distance between two 
images is 200 m, thus the resulting base to height ratio is only 
1/7. Therefore a set of three or more images is used for every 
point measurement. This leads to a base to height ratio of 1/3.5, 
1/2.3 or even 1/1.75 and increases the vertical quality and the 
robustness of the set. 
Fig. 3 shows one single frame of the camera system. The sub 
area on the right gives an impression of the level of detail and 
the radiometric quality of the image.  
The flight mission took place on May, 10th of 2007. 
 

 
 

Fig. 3: Source image from UltraCamX at a format of 14430 by 9420 
pixels. The entire frame is shown on the left, the detail on the right 

covers a footprint of  68  by 90  meter.  
 
1.3 The workflow 

The entire photogrammetric process consists of the three basic 
steps of source data acquisition including the post-processing of 
the raw image data, geo referencing of the images based on 
GPS/IMU supported aerial triangulation and DSM computation 
by means of dense image matching.   
The post processing is done by the camera specific software 
package OPC (Office Processing Center) and converts the set of 
13 raw sub images of each frame into one single large format 
panchromatic image and one four band color image. This 
process includes the so-called stitching between overlapping 
sub images and also introduces the parameters of the laboratory 
calibration data set. Such post processed and therefore 
geometrically and radiometrically corrected images are then 
introduced into the aero triangulation. The automatic 
aerotriangulation (AAT) is performed by using the Match AT 
software product from INPHO GmbH, Stuttgart, Germany. A 
camera specific bundle adjustment is then added by using the 
BINGO software product from GIP, Aalen, Germany. The GPS 
and IMU processing was supported by IGI mbH, Kreuztal, 
Germany. 
 
After the images are geo referenced a refined AT is computed 
and matching points are extracted. These procedures give 
additional information on the accuracy of the AT, used for the 
DSM computation in the next step. The DSM algorithm was 
especially developed for processing UltraCam images. A hybrid 
multi-view matching algorithm is used for calculating height 
field images. In a first stage a coarse matching and a dense 
matching is done to create overlapping range images. In a 
second stage those overlapping images are fused to non-
overlapping height field images which result in the final DSM. 
Fig. 4 shows the resulting DSM of the central Gleisdorf area. 
Within this area six small samples were chosen to investigate 
the quality of the digital surface models. The positions of these 
samples are marked up in Fig. 4. 
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2.2 

 
 

Fig. 4: DSM of the central Gleisdorf area including the six samples for 
detailed analysis. 

 
 

2. DETAILED ANALYSIS AND RESULTS 

The following analysis is performed in order to investigate the 
accuracy of the entire photogrammetric process and the 
resulting DSM data sets.  The first quality measure of the 
process can be given from aerial triangulation. Then we 
compare the DSM data derived from the two sets of images 
taken under the different flying direction North to South vs. 
East to West (NS data set and EW data set).  
All available image data from the flight missions show a GSD 
of 10 cm. The DSM datasets were processed at a mesh size of 
20 cm, thus the DSM grid spacing corresponds to two pixels of 
the source images.  
Matlab (The MathWorks, Inc.) was used to compute the 
specific test data and the height profiles. The overlay of 
checkpoints and DSM was performed in ESRI ArcGIS.  
 
2.1 Aerotriangulation results 

The  aerotriangulation process includes the automatic tie point 
matching based on a manifold of up to 15 images for each of 
the two data sets, the manual measurement of ground control 
points in the images and the adjustment of the redundant set of 
observations by means of the least squares method. This 
process was done by using the MatchAT software product. In 
addition to this a camera specific set of auto calibration 
parameters was introduced and estimated by using the BINGO 
software package. 
The small image distortions which were computed during the 
auto calibration were then introduced into the image post 
processing and therefore the geometric image quality and the 
DSM computation could be improved. 
 
Sensor Project Accuracy 
 GSD HAGL Sigma_o Rmse z 
 (cm) (m) (µm) (m) 
UCX  10 1400 0.80 0.035 
 

Table 1. Overview of the main AT parameters and results. The good 
vertical accuracy corresponds to relative accuracy of 1/40 000.  

Comparing the DSM datasets against ground truth 

The initial test of the geometric quality of the DSM data was 
performed by comparing DSM data vs. ground truth. For this 
test a subset of 16 GCPs of the Gleisdorf area was selected and 
back projected into the DSM data sets.  The vertical value of 
the DSM mesh near to the specific GCP was then extracted and 
compared against the z coordinate of the GCP. The results 
correspond to the expectations from the good results of the 
aerial triangulation. The standard deviation of the 16 height 
differences (13 differences in the case of data set NS) was in the 
range of 1 pixel (~ 10 cm).  
 

PN Z GCP  Z NS   zDiff NS   Z EW  zDiff EW
P  1 352.688 352.510 0.178 352.518 0.170

P  2 367.966 367.823 0.143 367.843 0.123

P  3 361.062 361.032 0.030 361.002 0.060

P  4 384.855 384.771 0.084 384.702 0.153

P  5 373.465  -  - 373.490 -0.025

P  6 359.916 359.889 0.027 359.884 0.032

P  7 349.424 349.423 0.001 349.389 0.035

P  8 348.021 348.001 0.020 347.896 0.125

P  9a 352.230 352.097 0.133 352.140 0.090

P  9b 352.594 352.656 -0.062 352.532 0.062

P 10 348.227 348.248 -0.021 348.233 -0.006

P 11 364.108 - - 364.125 -0.017

P 12 360.394  - -  360.509 -0.115

P 13 344.379 344.457 -0.078 344.380 -0.001

P 14 342.803 342.938 -0.135 342.956 -0.153

P 15 345.585 345.837 -0.252 345.751 -0.166

    MIN      -0.252   -0.166

   MAX 0.178   0.170

   Mean 0.005   0.023

   Stdev ±0.119   ± 0.102
 

Table 2. Comparison of z-Values of two different DSM datasets against 
check points of the Gleisdorf area (all data given in meter). 

 
Table 2 lists all GCPs with their given z-values (Z GCP) and 
the corresponding z-Values extracted from the two DSM 
datasets (Z NS and Z EW). The two additional columns show 
the differences between Z GCP and z-values from the DSM (z 
Diff NS and z Diff EW). Finally Table 2 presents minimum and 
maximum value, mean value and standard deviation which were 
computed from the set of vertical differences. The relative 
accuracy in z corresponds to 1/12000 for data set NS and 
1/14000 for data set EW. The location of the 16 GCPs is shown 
in Fig. 5. 
 
Comparing the z-values of the two DSM data sets at the 13 
positions of the common GCPs we computed a mean difference 
of 0.035 m (1/3 of a pixel) and a standard deviation of 0.064 m.  
Interpreting the mean difference as a global offset we reduced 
this value from each height difference. The standard deviation 
of that set of 13 values was then only 0.053 m which is about 
1/2 of a pixel of the source images.  
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Fig. 5: Set of 16 GCPs mapped onto the DSM of the Gleisdorf area. 
 
2.3 Comparing DSM datasets and measured z-values 

For this test manually measured points were used to proof the 
quality of the DSM in local regions (sample areas). The 
measurements were done within the Match AT software 
package and the coordinates of the selected points were 
computed by means of a bundle adjustment.  
 

 
 

 
 
Fig. 6: Sample area 1 showing different buildings of an industrial site. A 

set of 35 points was measured in the two DSM datasets and  
z values were compared. 

The result of this test is presented in Table 3. The two sets of 35 
points show vertical differences of a magnitude of less than 1 
pixel (StdDev of ±0.069 m and ±0.058 m). Differences between 
measured values and values extracted from the DSM data sets 
were used for this test. The two points 115 and 125 did show 
larg differences in the NS DSM data set and were rejected.  
 

 
Table 3: Z-coordinate values of 35 points are computed from manual 

image measurements and compared to Z-values from DSM data sets. All 
units are meter. Point 115 and 125 were classified to be out layers and 

were rejected. 
 

Point  Zmeasured Z NS DiffNS Z OW DiffOW

101 357,128 357,125 0,003 357,165 -0,037

102 357,190 357,159 0,031 357,174 0,016

103 357,167 357,134 0,033 357,213 -0,046

104 357,135 357,140 -0,005 357,167 -0,032

105 357,153 357,211 -0,058 357,160 -0,007

106 357,195 357,127 0,068 357,158 0,037

107 357,101 357,070 0,031 357,129 -0,028

108 356,962 356,951 0,011 356,998 -0,036

109 357,143 357,126 0,017 357,166 -0,023

110 357,102 357,057 0,045 357,147 -0,045

111 366,191 366,109 0,082 366,089 0,102

112 366,088 366,064 0,024 366,115 -0,027

113 366,038 366,096 -0,058 366,057 -0,019

114 366,047 366,067 -0,020 366,019 0,028

rej. 115 365,231 364,450 0,781 365,25 -0,019

116 357,126 357,263 -0,137 357,305 -0,179

117 357,362 357,352 0,010 357,336 0,026

118 350,969 350,859 0,110 351,011 -0,042

119 350,729 350,787 -0,058 350,749 -0,020

120 351,326 351,365 -0,039 351,291 0,035

121 366,190 366,022 0,168 366,076 0,114

122 366,114 366,055 0,059 366,153 -0,039

123 365,061 365,118 -0,057 365,148 -0,087

124 359,020 358,919 0,101 359,053 -0,033

rej. 125 359,007 359,915 -0,908 359,100 -0,093

126 359,044 359,026 0,018 359,048 -0,004

127 356,462 356,359 0,103 356,412 0,050

128 355,258 355,218 0,040 355,230 0,028

129 355,252 355,238 0,014 355,240 0,012

130 355,243 355,231 0,012 355,296 -0,053

131 362,021 361,912 0,109 361,968 0,053

132 362,059 361,957 0,102 362,118 -0,059

133 362,056 362,116 -0,060 362,003 0,053

134 362,034 361,963 0,071 362,121 -0,087

135 350,914 350,866 0,048 350,880 0,034

MIN -0.137 -0.179

MAX 0.168 0.114

Mean 0.025 -0.010

StdDev ±0.069 ± 0.058
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2.4 Comparing DSM datasets computed from different sets 
of aerial images (flying directions NS vs. EW) 

In the following section we show the vertical differences of six 
sample areas (cf. Fig. 4) computed from the two DSM data sets. 
Each sample area consists of 1 000 000 height values, the size 
of each area is 200 m by 200 m. Each area has a specific kind of 
cultivation. Sample area 1 consists of industrial buildings with 
flat roofs, area 2 consists of residential buildings in the center of 
the village of Gleisdorf including the gothic style church, area 5 
includes parts of a motor highway and area 3, 4 and 6 are a 
mixture of agricultural flat land and forest areas.  
 

 
Fig. 7: Sample area 1 to 6 and the height differences computed from the 

two DSM data sets. Height differences are coded by different grey 
levels representing 5 classes of magnitude. 

 
Sample  |Dz|  <  0.3 m |Dz|  <  0.2 m |Dz|  < 0.1 m 

1 86.4 % 74.9 % 45.8 % 
2 81.6 % 70.0 % 43.4 % 
3 84.2 % 74.2 % 50.0 % 
4 96.1 % 93.2 % 73.1 % 
5 85.1 % 76.5 % 49.9 % 
6 97.7 % 91.7 % 60.9 % 

1 to 6 88.5 %  80.1 % 53.9 % 
 

Table 4: Vertical differences within each sample area are mapped into 
three classes. The classes represent maximum height differences 

 of  0.3 m, 0.2 m and 0.1 m.     
 

The comparison of the 1 000 000 height values of each of the 6 
sample areas offers a measure of the noise of the dense DSM 
data sets. Table 4 shows, that more than 50 % of the vertical 
differences are smaller than 1 pixel (0.1 m) and more than 80 % 
are smaller than 2 pixels (0.2 m). It is also obvious, that edges 
of buildings, forest areas and moving objects (cars on the 
highway) have their specific impact on the data set. In order to 
overcome that issue and compute a more meaningful quality 
measure of the vertical differences of the two DSMs, profiles 
were defined and height differences along such profiles were 
investigated. A vertical profile trough sample area 4 shows a 
magnitude of 0.1 m to 0.15 m and a standard deviation of 
±0.075 m. The total number of observations is 1000.  
 

 
 
Fig. 8: Vertical profile through sample area 4. The magnitude of vertical 

differences of the two DSM data sets is illustrated.  
 

 
3. DISCUSSION 

In this contribution we use two sets of digital aerial images 
from a flight mission over a test area. Different flying directions 
(North to South vs. East to West) were planed for the aerial 
mission and images were taken at large overlaps. Exterior 
orientation data were derived through the aerial triangulation 
procedure. Based on the two sets of images a dense DSM at a 
mesh size of 20 cm (2 Pixels) was computed. The quality of the 
two DSM data sets was investigated by  
 

• Comparing ground truth and DSM data 
• Comparing manually measured height values and 

DSM Data 
• Comparing the two DSM data sets.  

 
The quality level of the aerial triangulation was quite high. A 
sigma_o value of  ±0.8 µm (1/9 pixel) could be achieved. The 
standard deviation of z values computed from the bundle 
adjustment was at a 1/3 pixel level (± 0.035 m). When 
comparing the vertical values of the DSMs with the ground 
control points we observed differences with standard deviations 
of  ± 0.12 m and ± 0.10 m (~ 1 Pixel).  
 
The vertical accuracy within a smaller sample area was then 
investigated by comparing manual measurements and DSM 
data. From a set of 35 points we computed a standard deviation 
of the vertical differences of ± 0.069 m and ± 0.058 m which is 
70 % of the GCP vs. DSM test.  
 
Comparing these results it looks like if the overall vertical 
accuracy of the DSM datasets is about 1/3 and the local DSM 
accuracy is about 1/2 of the accuracy of the highly redundant 
aerial triangulation   
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In addition to the point to point tests of the digital surface 
models we have compared the two DSMs through six selected 
sample areas and observed larger variations in the resulting 
quality measures. Depending on the kind of cultivation or 
vegetation we observed about 50% of the height differences less 
than 0.1 m, 80% less than 0.2 m and almost 90% less than 0.3 
m. Problems raised with any kind of larger or smaller forest 
areas as well as buildings and other man made objects with 
discontinuities of the digital surface. Such discontinuities 
caused differences in z not as an indicator for inaccurate height 
measurements but more for a lack of coincidence of the 
horizontal positions of the discontinuity in the two DSM data 
sets. However, these effects have been ignored during our tests.  
 
 

4. FUTURE WORK 

The overall accuracy of the DSM data computed automatically 
from UltraCam images is very promising. Even if space for 
improvement is still there we see that such data have a value 
within several applications like digital ortho image production 
or 3D object reconstruction. Figure 9 gives a small insight view 
on how such orthophotos can look like. The resulting ortho 
image sample has a GSD of 10 cm and was produced on top of 
the DSM at 20 cm mesh size. The sample was processed 
completely automatically without any manual interaction.  

 
 

 
 

Fig. 9: Samples of a automatically processed orthoimage of the central 
area of Gleisdorf.  

 
Beyond the ortho image production the dense DSM data is the 
basic dataset for any three dimensional city modeling task as 
the Virtual Earth Initiative of Microsoft. About 100 US-cities 
extracted from UltraCam aerial images are already online on 
Virtual Earth. One example among many others is the city of 
Philadelphia (cf. Fig. 10).   

 

 
 

Fig. 10: 3D model of the city of Philadelphia, automatically computed 
from UltraCam images at high overlap. 

 
The three dimensional digital model of the city was extracted 
automatically from UltraCam images, the single source for 
geometry and photo texture.  The images were taken at high 
overlap, enabling automatic, redundant and robust processing. 
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ABSTRACT: 
 

Breakwaters are constructed to protect harbours against the destructive power of the sea. The top layer of rubble mound breakwaters 

is often composed of clear-cut concrete armour units. With the aim to maintain the integrity of these breakwaters, the units have to 

stay within their original pattern. Therefore, breakwaters have to be accurately monitored in order to detect any shift in position of 

any of the concrete armour units. A specific methodology, combining surveying and close range photogrammetric techniques, has 

been developed by Ghent University to perform the monitoring of the concrete armour units on breakwaters and was tested at the 

seaport of Zeebrugge. 

 

 

1. INTRODUCTION 

 

Worldwide, breakwaters are erected to shield outer seaport 

facilities from the destructive power of waves. In 1976, a rubble 

mound type of breakwater was selected for the protection of the 

expanding outer port of Zeebrugge (Fig.1).  

 

 

 
 

Figure 1. Cross section of the breakwater at Zeebrugge 

____________________ 

* Corresponding author 

 

 

 

The main constructions, which required state of the art civil 

engineering methods, were finished in 1985. The top layer of 

the breakwaters is composed of clear-cut concrete armour units 

which were specially positioned in order to dissipate the wave 

energy (Fig.2). 

 

 

 
 

Figure 2. Concrete armour unit and front view of the original 

placement pattern 

 

Unfortunately, subsidence of the different layers is unavoidable 

over the years. With the aim to maintain the integrity and 

function of the breakwaters, the pattern changes in the cover 

layer have to stay within acceptable boundaries and therefore 

the concrete armour units must be carefully monitored.  

 

A specific methodology, combining surveying and close range 

photogrammetric techniques, has been developed by Ghent 

University to perform the monitoring of concrete armour units 

and was tested at the seaport of Zeebrugge, on a 500m long part 

of the western breakwater. During development, special 

attention was given to the optimization of the geometrical 

accuracy of the different steps. This paper will discuss the 

separate semi-automated processes of the developed 

methodology in chronological order.  
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2. METHODOLOGY 

 

2.1 Survey 

 

2.1.1 Topography: First of all, a new reference network, 

consisting of a chain of topographic nails, had to be 

materialized on the breakwater and related to the Belgian 

Lambert ’72 planimetric coordinate system (BD72) and 

altimetric TAW level. A series of photogrammetric beacons, 

with centred topographic nails, was subsequently added to the 

reference network along the test site. The planimetric positions 

of the new reference points and the centres of the 

photogrammetric beacons together with the existing harbour 

reference poles were measured using the topographic forced 

centring surveying technique. Angle and distance measurements 

were carried out with a Leica TC1610 total station (1,5” angle 

accuracy and 2mm + 2ppm distance measurement accuracy, 

according to DIN 18723). Both reference points and 

photogrammetric beacons were leveled using a Zeiss DINI11T 

(nominal accuracy 0,3mm/km) in combination with an invar 

rod. Based upon the known coordinates of the harbour reference 

poles, the new reference network was transformed into the 

Belgian coordinate system.  

 

2.1.2 Photography: The second part of the fieldwork 

consisted of close range photogrammetric shots along the test 

site. A series of high-resolution digital photos covering the 

breakwater was taken from a telescopic mobile crane (SK598-

AT5) with a Canon EOS-1ds fitted with a lens with a calibrated 

focal length of 24,513 mm. The photos were taken nearly 

vertically with theoretic interval distances of 25m and overlaps 

of 60% in order to form a photogrammetric strip with its 

simulated flight line centred above the top of the mound and 

parallel to the breakwater on an altitude of ca. 50m above the 

access road (Fig.3).  

 

 

 
 

Figure 3. Photogrammetric strip 

____________________ 

* ™ Eurotronics NV. Belgium 

Given these parameters, a photo scale of 1:1800 and shot angles 

of 74 by 53 degrees were achieved. Simultaneously, 

approximate coordinates for the centre of projection of the 

camera were measured by a differential code satellite 

positioning system (Leica SR-20 series). The photogrammetric 

beacons were materialized every 25m crosswise on the access 

road and central wall in order to provide the overlapping photo 

couples with at least six common ground control points. 

 

2.2 Digital processing 

 

2.2.1 Photogrammetry: Digital photogrammetric 

processing was carried out on the photogrammetric workstation 

Strabox* in combination with the GIS software Orbit* and its 

photogrammetric extention Strabo*.  

 

Photo coordinates were measured for the ground control points, 

but as the beacons were all located on the upper half of the 

photos, photo coordinates of extra tie points were measured on 

the concrete armour units of the breakwater, which were 

situated on the lower part of the photos. Combining the 

approximate BD72 coordinates of the centres of projection and 

the BD72 coordinates of the ground control points with the 

photo coordinates of both ground control points and tie points, 

the photo strip was digitally oriented using aerotriangulation 

techniques and bundle block adjustment. Consequently, the 

breakwater was projected into the Strabox in stereo vision, 

which made it possible to manually measure 3D coordinates in 

the stereo models.  

 

The almost cubic shaped concrete armour units were produced 

with clear-cut dimensions. Because of the harsh physical 

conditions on the breakwater, the concrete armour units are 

heavily weathered. Therefore, the exact vertices of the units 

were almost impossible to identify, excluding a straightforward 

measurement of a unit’s position. To overcome this problem, a 

stepwise method was implemented to determine the positions of 

the units. Firstly, the most visible side of each unit, which was 

the top side in 99%, was considered. Secondly, two points were 

measured on each of the four main edges of the selected side 

(Fig. 4), yielding redundant geometric information, which was 

used for control purposes.  

 

 

 
 

Figure 4. Top side determined by 8 points 

 

It wasn’t possible to measure eight points for every unit due to 

stereo occlusion. 14% of the units were determined by an 

alternate amount of points, ranging from seven to a minimum of 

three points.  
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2.2.2  Automated coordinate computation: In case of 

eight measured points, the spatial equations of the non-

intersecting edge fractions were used to compute the 

coordinates of four principal vertices of the considered side. In 

doing so, the shape of the unit’s side was generalised to a square 

in case of a top side and to a trapezium in case of a flank side, 

although it must be said that the four principal vertices were 

non-coplanar after computation. 

 

To compute the coordinates of one principal vertex (P1), the 

common perpendicular straight line to the involved edge 

fractions was firstly determined (Fig. 5).  

 

 
 

Figure 5. Constructed common perpendicular straight line 

 

As stated in the following equation, the length of the two 

involved edge fractions and the distances from the points of 

intersection, between common the perpendicular straight line 

and the edge lines, to the adjacent points of the respective edge 

fractions were taken into account in the determination of the 

principal vertex.  
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where p1 = coordinates principal vertex 

 1,2,7,8 = measured edge points 

a12, a78 = coordinates points of intersection 

 [a,b] = length straight fractions 

   

For the edges determined by less than 2 points, some basic rules 

were established concerning the computation of the spatial 

equation of these edges and for the subsequent computation of 

the 2 principal vertices related to these edges. Finally, a side 

with theoretical dimensions was fitted on the four non-coplanar 

principal vertices, using a three dimensional conformal 

transformation.  

 

 

 

 

 

 

 

 

 

 

 

2.2.3 Reconstructing the top layer of the breakwater, a 

theoretic volume model of the armour unit was fit to each 

computed side (Fig.6). 

 

 

 
 

Figure 6. Reconstructed top layer 

 

To check the accuracy of the process, a second reconstruction of 

a portion of the test site was performed based on an independent 

photogrammetric strip. 

 

 

3. TEST RESULTS 

 

3.1 Topography 

 

After least square adjustment, the topographic survey resulted in 

a mean standard deviation of 9mm in planimetry for both 

reference points and photogrammetric beacons. The 

independent levelling of all new materialized points resulted in 

a mean standard deviation of 2mm in altimetry. 

 

3.2 Photogrammetry 

 

Mean standard deviations were computed for ground control 

points and tie points after the bundle block adjustments of the 

complete test strip (Table 7) and the control strip (Table 8). 

 

Mean Standard Deviation GCPs (m) 

X Y Z 

0,013 0,014 0,033 

Mean Standard Deviation TPs (m) 

X Y Z 

0,028 0,027 0,079 
 

Table 7. Results bundle block adjustment test strip  

 

Mean Standard Deviation GCPs (m) 

X Y Z 

0,012 0,011 0,031 

Mean Standard Deviation TPs (m) 

X Y Z 

0,024 0,025 0,075 
 

Table 8. Results bundle block adjustment control strip 

 

 

 

 

 

In: Stilla U et al (Eds) PIA07. International Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences, 36 (3/W49B)
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

55



3.3 Reconstruction breakwater 

 

Residues and standard deviation for the coordinates of the four 

fitted principal vertices were calculated during the three 

dimensional conformal transformation of an ideal unit side upon 

each set of computed principal vertices. Coordinates of the 

centre of the fitted ideal side were also computed, marking each 

unit with a single point.  

 

A first classification of measured units was made based on the 

type of measured side and on the number of measured points 

per side (Table 9). The altimetric position of the centre points 

was the basis for a second classification (Table 10). Mean 

standard deviations after transformation were used as 

comparison criteria between unit classes. 

 

Mean Standard Deviation after Transformation (m) 

Side #pts #units % mXYZ mX mY mZ 

All 

Units  1301 100,0 0,096 0,041 0,037 0,074 

Top 8 1118 85,9 0,094 0,040 0,035 0,074 

  7 55 4,2 0,112 0,050 0,045 0,084 

  6 70 5,4 0,112 0,047 0,050 0,082 

  4 44 3,4 0,080 0,042 0,042 0,052 

 Flank 8 6 0,5 0,100 0,057 0,054 0,057 

 7 1 0,1 0,081 0,042 0,039 0,057 

  6 4 0,3 0,180 0,114 0,085 0,106 

  4 3 0,2 0,141 0,078 0,099 0,056 

 

Tabel 9.  

 

One can notice that the relative planimetric accuracy of the 

measurements within the stereo models is two times better than 

the altimetric accuracy. 

 

Mean Standard Deviation within Altimetric Class (m) 

Level #units % mXYZ mX mY mZ 

0-2m 97 7,5 0,119 0,056 0,052 0,086 

2-4m 204 15,7 0,126 0,055 0,050 0,096 

4-6m 219 16,8 0,109 0,047 0,040 0,085 

6-8m 204 15,7 0,096 0,043 0,036 0,073 

8-10m 235 18,1 0,083 0,036 0,030 0,064 

10-12m 342 26,3 0,072 0,027 0,028 0,057 

 

Table 10. 

 

Measurement accuracies are clearly lower for units at the base 

of the breakwater as shown in table 10. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Standard deviations after transformation are also strongly 

correlated to the altimetric position of the units on the 

breakwater as illustrated on diagram 11.  

 

 
 

Diagram 11. Correlation between altimetric position and 

measurement accuracy  

 

The results of the transformation of the independent control 

units and their original counterparts are fairly comparable, as 

shown in tables 12 and 13.  

 

Mean Standard Deviation (m) 

Control Strip 

Side #pts #units % mXYZ mX mY mZ 

All  224 100,0 0,089 0,043 0,033 0,065 

Top 8 203 90,6 0,090 0,042 0,033 0,067 

  7 12 5,4 0,090 0,050 0,036 0,055 

  6 3 1,3 0,090 0,040 0,057 0,052 

  4 6 2,7 0,055 0,034 0,028 0,033 

 

Table 12. Results control strip 

 

Mean Standard Deviation (m) 

Original Strip 

Side #pts #units % mXYZ mX mY mZ 

All  224 100,0 0,097 0,044 0,037 0,074 

Top 8 203 90,6 0,098 0,043 0,037 0,074 

  7 12 5,4 0,086 0,047 0,038 0,060 

  6 3 1,3 0,094 0,039 0,041 0,072 

  4 6 2,7 0,099 0,058 0,045 0,065 

 

Table 13. Results counterparts original strip 
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The control of the process was based on the computation of 

differences between the coordinates of the side centres of 224 

units and their control counterparts (Table 14).  

 

Mean Differences (m) 

All units 

  X Y Z XYZ 

  0,016 0,016 0,054 0,063 

Classified according to altimetric level 

Level X Y Z XYZ 

0-2m 0,082 0,062 0,077 0,139 

2-4m 0,018 0,029 0,069 0,080 

4-6m 0,023 0,019 0,060 0,072 

6-8m 0,013 0,016 0,068 0,075 

8-10m 0,012 0,008 0,041 0,046 

10-12m 0,013 0,011 0,044 0,050 

 

Table 14. Differences between original and control strip 

 

 

4. CONCLUSIONS 

 

Photo scale differences between the units on the top of the 

mound and at the base of the breakwater, the important height 

difference (+8m), in view of the photo scale, between the 

ground control points and the base units and the presence of 

seaweed at the base of the breakwater, makes the measurement 

of base layered units within the stereo models more difficult and 

less precise. Bigger standard deviations after bundle block 

adjustment for the tie points, measured at the base of the 

breakwater, and the apparent lower relative measurement 

accuracy in the stereo models for the lower altimetric unit 

classes (Table 10), support these findings. 

 

Given the results of the control measurement, relative 

measurement accuracies, reflected by the standard deviation 

computed after fitting of an ideal unit to a measured unit, can be 

replicated by the applied processes. Furthermore, mean 

differences between original measurements and control 

measurements (Table 14) are well within the computed relative 

measurement accuracies as shown in table 9.  

 

Given the results of the comparison between the measurements 

on the original strip and the control strip, it can be stated that the 

developed methodology can be replicated.  
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ABSTRACT: 
 

The paper presents a modular photogrammetric recording and image analysis system for determining the 3D shape of Ethylen-
TetraFluorEthylen-Copolymer (ETFE) foils, including their evolution over time when put under increasing air pressure. 
Determining the time-variable 3D shape of transparent material imposes a number of challenges – especially, the automatic point 
transfer between stereo images and, in temporal domain, from one image pair to the next. We developed an automatic approach that 
accommodates for these particular circumstances and allows to precisely reconstructing the 3D shape for each epoch as well as 
determining 3D translation vectors between epochs by feature tracking. Examples including numerical results and accuracy 
measures prove the applicability of the system. 
 
 

1. INTRODUCTION 

The background of this work is a civil engineering project for 
testing new transparent construction materials – especially 
Ethylen-TetraFluorEthylen-Copolymer (ETFE) foils. Mem-
brane structures with ETFE-foils are used in building construc-
tions in the last 25 years. Every year approximately 30 new 
famous ETFE-foils constructions are designed. The Allianz 
Arena in Munich and the Olympic Stadium Complex in Beijng 
for the Olympic Games 2008 are popular examples in which 
ETFE-foils are used for roof and facades structures. Recent 
projects of ETFE-foil structures show the tendency to increase 
the maximum span range for foil constructions. Therefore 
ETFE-foils are frequently stressed in the elastic range up to the 
yield stress or above it. 
 
In general membrane materials are investigated with mono-
axial and bi-axial tests. Bursting tests are adapted testing meth-
ods to analyze the material properties of ETFE in the viscoelas-
tic and viscoplastic range up to the breaking point. They allow 
inspecting stress and strain behaviour of ETFE-foils with con-
sideration of the rotationally symmetric deformation condition. 
This is one of the principal cases for pneumatic foil construc-
tions (Moritz et al., 2005; Moritz, 2007). To test different mate-
rial characteristics like stress and strain behaviour a low-cost 
measurement tool was set up that allows to produce densely 
sampled points with high accuracy in time and space domain. 
To this end, a photogrammetric close-range stereo system with 
specific image analysis software is an ideal tool. We outline the 
concept and realization of a modular photogrammetric re-
cording and image analysis system for determining the 3D 
shape of ETFE-foils, including their evolution over time when 
put under increasing air pressure. 
 

2. TEST SET-UP 

In photogrammetric applications, textured and opaque materials 
need to be assumed in general. Both prerequisites are not met in 
our case. Hence, determining the time-variable 3D shape of 
transparent material imposes a number of challenges – most 
prominently, concerning the automatic point transfer from one 
stereo image pair to the next. To enable automatic matching of 

conjugate points, a black grid was printed onto each foil. 
Ideally, this grid would reflect some unique code to avoid 
ambiguous point matches caused by the grid’s regularity. For 
this, however, specific printers or expensive projection 
hardware would have been necessary, which did not fit into the 
project’s financial budget. Instead, a sophisticated matching 
strategy is incorporated, which is in particular able to cope with 
possible matching ambiguities.  
 
Circular ETFE foil samples with a diameter of approx. 53 cm 
are clamped by a locking ring on a base plate. The foils are 
marked by grid lines. The cushions are inflated by means of 
electronically controlled pressure valves, while a digital 
pressure sensor measures the internal pressure in the cushion. 
Above the foil two digital high end user cameras are positioned. 
They record synchronously and automatically every five 
seconds the deformation of the ETFE-foil (see Fig. 1). 
Ultimately, the 3D position of grid crosses are determined by 
photogrammetric means and tracked over several stereo pairs 
(epochs). Hence, 3D translation vectors between each pair of 
epochs can be calculated. 

 

 

 

 

 

 
Fig.1: Experimental set-up and bursting test 
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3. IMAGE ANALYSIS SYSTEM 

The overall processing scheme consists of following steps: 
 
3.1 Camera calibration: 

The two digital cameras of type Nikon D200 (3872 x 2592 Pix-
els of 6.096 micron size, corresponding to 23.6 mm x 15.8 mm 
image size) used are equipped with off-the-shelf 24 mm lenses. 
In order to exploit their full accuracy potential, calibration of 
the cameras in a similar environment as in our set up is a pre-
requisite. The parameters of inner orientation (incl. distortion 
parameters) of the two cameras were determined offline using a 
3D test field with known ground control points. With each of 
the cameras 8 images of the test field where used to derive the 
calibrated focal length, the coordinates of the principal point 
and two parameters describing the distortion of the lenses. In 
order to obtain precise and reliable interior orientation parame-
ters sub-pixel image measurements are desirable and the redun-
dancy of the least squares adjustment should be as high as pos-
sible. Main results of the calibration procedure are presented in 
Table 1. 
 

Parameter Camera 1 Camera 2 
Focal length [mm] 24.590 24.610 
Principal point x [mm]  +0.063 -0.010 
Principal point y [mm] +0.012 +0.091 

Distortion coeff. A1 [m 2− ]  -154.9295 -157.7906 

Distortion coeff. A2 [m 4− ] +245041.5 +257126.5 

Sigma naught [micron] 1.7 1.8 
Redundancy 464 466 

Tab.1. Camera calibration results 
 

 
3.2 Relative and absolute camera orientation 

Various circular markers with known “real-world” co-ordinates 
have been placed in the vicinity of the ring (see Fig. 2a). These 
markers are automatically detected in and matched over the 
images. To this end, we adapted the shape-based matching algo-
rithm proposed by (Steger, 2001) and (Ulrich, 2003).  
 
A gradient filter is applied to the template image (Fig. 2b) and 
the gradient directions of each pixel are determined. The same 
is done for the search images. For determining the best matches, 
the template image is shifted over the search image and, for 
each position, the gradient directions of template and search 
image are compared. A similarity measure is calculated defined 
as the average vector product of the gradient directions of the 
template and the search image. This similarity measure is in-
variant against noise and illumination changes but not against 
rotations and scale. Hence the search must be extended to a 
predefined range of rotations and scales, which can be easily 
derived from approximate values given by the test set-up. Since 
we know the number N of markers, we can simply restrict the 
search to the N best matches. The matches are further refined to 
sub-pixel accuracy by fitting a second-order polynomial to the 
found matching parameters in a small neighborhood in parame-
ter space.  
 
Figure 2c) shows the final accuracy of the derived center coor-
dinates and Fig. 3 illustrates the shape-based matching proce-
dure. The final orientation of both cameras is then determined 
through bundle adjustment (see (Mikhail et al., 2001) for de-
tails). 

 
(a) Markers in vicinity of ring 

  
(b) Template 

  
(c) Derived center coordinates 

Fig.2. Automatic detection of markers 
 
 

 
 

 
3.3 Initial extraction and matching of features  

In the initial (flat) state of the foil, more constraints can be in-
corporated into feature extraction and feature matching. Hence, 
this step is separated from the others. It consists of: 
 
3.2.1 Point extraction: The crossings of the grid are deter-
mined by extracting dark lines using the approach of Steger 
(1998) and intersecting the endpoints and junction points of 
these lines. The positions of the resulting intersections are fur-
ther refined by fitting a second order 2D polynomial to the grey 
values yielding eventually sub-pixel precision (see Fig.4). 
 

  
Fig. 4. Line extraction (left) and refined junction points (right) 

gradient direction ds(x, y)of search image  

model edge pixels pi
m 

gradient direction vectors 
di

m of the model image at 
the model edge pixels 

(a) Model image (b) Model edges (c) Search image

Fig. 3. Principle of the shape-based matching method, 
taken from (Ulrich, 2003), p. 70 
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3.2.2 Initial point matching: In the next step, conjugate feature 
points are determined in both images. Since the foil is flat in its 
initial state, a homography provides a sufficient mathematical 
model for point transfer and prevents a wrong solution due to 
over-parameterization and potential ambiguous matches. Fur-
thermore, the search space for conjugate features can be signifi-
cantly reduced in image space, since the feature points on the 
foil are almost co-planar with the already reconstructed 3D 
points of the markers. The point transfer is then calculated by 
estimating the parameters of the homography while maximizing 
the number of point correspondences using a RANSAC search 
algorithm, thereby the initial parameter values being derived 
from the camera orientation and test set-up. The optimization 
measure is computed from the number of points (“RANSAC 
inliers”), the accuracy of the estimated homography parameters 
and the grayvalue similarity of a small patch around the feature 
points. After having found a reasonably good solution through 
RANSAC, triangulating the resulting conjugate points yields 
their final 3D position in object space. Figure 5 depicts a de-
tailed view on the resulting conjugate points. 
 

 
Fig. 5. Result of point transfer based on a homography 

 
 
 
3.4 Iterative point tracking  

It seems straightforward to apply the above procedure to each 
image pair of the sequence. However, once the foil expands, a 
larger search space and a less stringent mathematical model for 
point transfer needs to be incorporated, which – in turn – may 
result in more ambiguous matches. In addition, the deformation 
of the foil leads to a significant dissimilarity of the grayvalue 
patches of conjugate points when seen from the two camera 
position. To circumvent these problems, an alternative proce-
dure has been implemented:  
 
The conjugate points of the first epoch (t = 0) are tracked over 
the next epochs (t = 1…n) separately for the images of each 
camera (see Fig. 6 for illustration). To this end, a small patch 
around each point is selected and – similarly to pyramid track-
ing – matched to a search area of the image of the next epoch. 
Here, the image patch is updated and matched to the following 
epoch. Updating the image patch is necessary to accommodate 
the increasing deformation of the grid from epoch to epoch, see 
e.g. Fig. 7 that shows the result of point tracking in a later ep-
och. Tracking a particular point aborts when no reliable match 
can be established.  
 
Please notice that, in this step, it is not necessary to search for 
corresponding points in the left and right image. The corre-
spondences have been established in the initial matching step 
and are simply kept during point tracking via point indexing. 
 

 
Fig. 6. Illustration of point tracking algorithm 

 
 

  
Fig. 7. Matched points in later epoch 

 
 
3.5 Bundle adjustment  

Bundle adjustment is considered the most appropriate tool to 
calculate 3D-object coordinates from multiple image coordinate 
measurements (Mikhail et al., 2001). The image coordinates 
and control point coordinates are introduced as observations 
into the least square adjustment process, while the exterior 
orientation (position and attitude) of the images and the object 
coordinates of homologues points are the unknowns to estimate. 
The interior orientation of the cameras is considered as given 
from the calibration process.  
 
For relating all relevant parameters, the following well-known 
relation applies:  
 

0 11 21 31 0

0 12 22 32 0

13 23 33 0

x'-x '- dx' r  r  r X-X
1y'-y '- dy' r  r  r Y-Y
m

  -c r  r  r Z-Z

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= ⋅⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 

 
where: 
 x’,y’ measured image coordinates 
 x 0 ’,y 0 ’ principal point coordinates 
 c  focal length 
 dx’, dy’ distortion corrections 
 m  scale factor 
 r ik   rotation matrix elements 
 X,Y,Z  object coordinates 
 X 0 ,Y 0 ,Z 0 projection centre 
 
The scale factor can be eliminated through dividing the first and 
second line of the equation above by the third line. Then, one 
obtains two highly nonlinear observation equations for each 
image point: 
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11 0 21 0 31 0

x' 0
13 0 23 0 33 0

r (X X ) r (Y Y ) r (Z Z )x' + v  = x ' - c dx'
r (X X ) r (Y Y ) r (Z Z )

− + − + −
⋅ +

− + − + −
 

 
11 0 21 0 31 0

y' 0
13 0 23 0 33 0

r (X X ) r (Y Y ) r (Z Z )y' + v y ' - c dy'
r (X X ) r (Y Y ) r (Z Z )

− + − + −
= ⋅ +

− + − + −
 

where: 
 

x' y 'v , v  corrections to the image coordinates x’,y’ 

 dx', dy'  radial distortion corrections 
 
The radial distortion dr’ 
 

( ) ( )3 2 5 4
1 0 2 0dr ' A r r r A r r r= − ⋅ + − ⋅  

 
is split-up in two components dx’ and dy’ (first and second 
term), where r is the distance to the centre (radius), r0 the 
reference radius and A 1  and A 2  the distortion coefficients 
obtained from the calibration procedure. 
 
Thus, for each coordinate triple X, Y, Z of an object point to be 
calculated, four observations (image coordinates, two in each 
image) are available. As all coordinates of the markers are 
considered as error-free ground control information, the 
resulting redundancy of the bundle adjustment increases with 
increasing number of ground control points and object points to 
be determined. In order to keep the number of iterations low, 
suitable initial values for all unknowns are calculated at the 
beginning of the least squares adjustment process. Typically 
650 to 880 object points are calculated iteratively by an 
optimized intersection of spatial rays (extended bundle 
adjustment) from each image pair (epoch). 
 
The final 3D co-ordinates of each epoch’s points including their 
accuracy and point IDs are stored to allow the computation of 
time-dependent 3D translation vectors between points of vari-
ous epochs. The result of 3D point determination of an interme-
diate epoch is shown in Fig 8. 
 
3.6 Surface Generation 

The deformations of the foils are tracked through the adjusted 
3D coordinates for each epoch of the points marked on the sur-
face of the foils. Hence the behaviour of the foil can be studied 
and deformation parameters (strain, curvature etc) derived. On 
the other side these more or less arbitrary distributed 3D points 
for each epoch can be used to calculate a regularly grided sur-
face using the Golden Software Package “Surfer 8”. Afterwards 
different visualizations of the shape of the inflated foils are 
feasible.  
 
 

 
(a) 

 
(b) 

Fig. 8. 3D point determination in intermediate epoch:  
(a) current state of foil, (b) reconstructed 3D points. 

 
 

4. RESULTS 

With the coordinates of the matching points three-dimensional 
scatterplots of the deformed geometry of the ETFE cushions are 
determined (cf. Figs. 9, 10). They show the deformed geometry 
of the foil at each epoch due to the internal pressure. For the 
epoch shown in Fig. 10, the maximum vertical deformation of 
the circular ETFE-foil samples is 27,425 cm. At the beginning 
of the test the scatterplot exists of approx. 1000 points, while. 
the finite element net exists of approx. 850 4-nodes elements. 
The curvature of the deformed geometry  

232 ))(1(
)(

xf
xf

′+

′′
=κ  

is calculated from the deformation function f(x) of the foils at 
each epoch.  
 
To observe and describe how the foils deform during the inflat-
ing process differential geometry and continuums mechanics 
basics are applied to the points tracked over epochs. The Green-
Lagrange-strain tensor  

jiij
ij GGGgE ⊗−= )(2

1  

describes the mechanical behaviour of the foils in consideration 
of the nonlinear strain measures and the large deformation. E is 
calculated with the difference of the metric coefficients. The 
covariant metric tensor gij from the local covariant basis de-
scribes the metric of the surface for the reference geometry at 
time to. The metric of the surface at each epoch at time ti is 
described with the contravariant metric tensor Gij. Figures 11a-
d) show a typical example after a 195 seconds inflation period 
and an internal pressure of 30900 Pa. The strains are depicted in 
addition to the deformed foil, the scatterplot and the shaded 
relief map. 
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Fig. 9. Visualization of interpolated surface 
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Fig 10. Deformation of the cushion for different pressures 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 11: Results, time t=195s, pi = 30900Pa, (a) deformed foil, 
(b) shaded relief map, (c) strains and (d) scatterplot 

 

 

5. CONCLUSION 

The results from the photogrammetric image analysis show that, 
despite of the challenging environment, an average point 
accuracy of 1/3 pixel at image scale could be reached. In 
addition, the point density (starting with 100%) remains high 
for approx. ¾ of the tracked image pairs and drops down, due to 
increasing occlusions, to the end of tracking, only. 
 
It must be pointed out that for the accurate calculation of the 
nonlinear strain measures a high point accuracy of the determi-
nation of the grid point coordinates is necessary. In our case the 
large deformation and the transparent material complicate the 
determination of the points. The achieved point accuracy of 1/3 
pixel at image scale enable an accurate determination of the 
deformations and of the curvatures. The calculated results are 
adequate to investigate qualitatively the strain behaviour of the 
foils. However, the point accuracy must be improved to calcu-
late accurately the strains. Possible improvements are smooth-
ing the surface, fitting the point coordinates, using a third cam-
era or increasing the inclination of the cameras. 
 
The developed bursting test including the photogrammetric 
recording and image analysis system is a possibility to 
investigate transparent materials, like ETFE-foil, in the 
viscolelastic range up to the breaking point. In addition to the 
determination of the deformation and curvature, the tests 
analyse the breaking behaviour of circular ETFE-foil cushions. 
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ABSTRACT: 
 
In this paper the application of computer graphics and computer vision for texture extraction from infrared image sequences is 
described. These techniques normally are used in computer graphics to project a virtual scene onto the image plane. For the 
matching between the images and the given 3D model a strategy is presented based on the estimation of planes in the image 
sequence using homography.  Textures are extracted using an algorithm based on the principles of ray casting to generate partial 
textures for every visible surface in every single image of the sequence. The textures generated from different images of the 
sequence belonging to the same façade are combined. By combining the intersection points of several images generated during the 
ray casting, a dense structure of points can be used to texture and analyse even big building complexes. 
 
 

1   INTRODUCTION 

The paper intends to investigate strategies for a detailed texture 
mapping of building façades which allow a thermal inspection. 
Typically, thermal inspections of building façades are carried 
out in single images from the observed objects. Larger building 
parts require several images to be analysed. An integral way of 
viewing buildings recorded from different images is difficult 
without combining those images. This problem is getting worse, 
when images from different cameras or views need to be 
combined and stored for further processing without any 
geometric reference. 
 
The discussion of global warming and climate has focused on 
thermal inspection of single buildings on the one hand and 
urban environment on the other hand. Ground cameras are 
recording the irradiation of building facades (Klingert, 2006), 
for the specification of its thermal behavior. Satellite images are 
used for fire detection (Siegert, 2004), vegetation monitoring 
(Quattrochi, 1999) or the analysis of urban heat islands (Lo, 
2003). Airborne IR-systems are applied for vehicle detection 
(Hinz, 2006, Stilla, 2002) or exploration of leakages in district 
heating systems (Koskeleinen, 1992). Typically, the analysis of 
the urban environment is done on the ground but without 3d 
buildings. A relatively new approach is developed by Janet 
Nichol (Nichol, 2005). For urban environmental quality studies, 
satellite IR data were combined with 3d city models. In IR 
images are projected onto the terrain and the building surfaces 
involved in the energy exchange were matched with the IR 
images, including vertical walls and the horizontal surfaces of 
the buildings seen from the satellite. This textured model permit 
3d visualization for a better understanding of the factors 
controlling urban environment. But there is no detailed analysis 
of the single buildings. 
 

In difference from areal and satellite images, ground images 
normally do not contain a complete building in a single image. 
Therefore, it is necessary to combine several images to extract 
the complete texture for a façade. This combination needs the 
knowledge of the parameters of the camera used for the record 
to correctly project the images into the scene. The estimation of 
exterior orientation from a single image works with at least 3 
correspondences (3-point algorithm) between image and model 
(Haralick et al, 1994). Techniques for 4- and 5-point estimation 
are elicited by Quan (Quan and Lan, 1999) and Triggs (Triggs, 
1999). For 6 and more correspondence points the Direct Linear 
Transformation (DLT) can be applied (Triggs, 1999). For 
homogene façade structures that approximately form a plane, 
homography can be adopted to detect planes in image pairs and 
the relative exterior orientation of the camera in relation to 
these planes (Hartley and Zisserman, 2000). Due to the small 
field of view, the low spatial resolution of the IR images and 
the low level of detail of the given building model, only few 
point correspondences between IR image and 3D model can be 
identified. So this paper is focused on the homography based 
surface estimation. The extraction of surface textures from ir 
images is done by a reversed variant of ray casting. Instead of 
calculating the pixel color from rays that collect color values in 
the 3d scene, the rays project the known pixel values on the 
intersection points of the rays and surfaces in the 3d model. The 
3d coordinates of the intersection points can be directly used to 
generate texture coordinates. This texture coordinates are used 
to generate 2d textures for the surfaces. Textures generated 
from different images of an image sequence can be combined to 
achieve a higher resolution and completeness of the façade 
texture. 
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2   DATA ACQUISITION 

As the wavelength of infrared light is much longer than the 
visible spectrum, other optics and sensors are necessary to 
record infrared radiance. Current IR cameras cannot reach the 
optical resolution of video cameras or even digital cameras. The 
cameras that were used for the acquisition of the test sequences 
offer an optical resolution of 320x240 (FLIR SC3000) and 
320x256 (MerlinMID) pixel with a field of view (FOV) of only 
20° (Fig. 1). The SC3000 is recording in the thermal infrared (8 
- 12 μm), whereas the MerlinMID is a midwave infrared camera 
(3 - 5 μm). For the methods used in this paper, both cameras 
were mounted on a rotatable and shiftable platform on the top 
of a van. Images in the mid-wave infrared are directly affected 
by the sunlight as in addition to the surface radiation caused by 
the building’s temperature the radiation of the sun is reflected. 
In long-wave infrared the sun’s influence appears only indirect, 
as the sun is not sending in the long wave spectrum, but of 
course is affecting the surface temperature of the building. 
 

 
Figure 1: Used camera system: midwave (3-5μm) and the 

longwave (8-12μm) infrared camera (see the left and middle 
camera) and video camera right 

 
To inspect the temperature loss of a building, the environment 
should be cold, where as the heating of the building should be 
running to observe a relevant temperature flux. Optimal time is 
after sunset and before dawn in spring. To minimize occlusion 
caused by vegetation a date before foliation is to be preferred. 
Caused by the small field of view and the low optical resolution 
it is necessary to record the scene in oblique view to be able to 
record the complete facades of the building from the floor to the 
roof and an acceptable texture resolution. That is why the 
optical resolution of the images is not constant. Image parts that 
show the complete building have a lower resolution than image 
parts that show only the first floor of the building. When several 
images are combined, the optical texture quality of the final 
surface texture is high in the first floor and decreases to the top 
of the façade. Due to this, the image sequences are recorded 
with a frequency of 50 frames per second. To minimize holes in 
the textures due to occlusion caused by the oblique view, every 
façade is recorded with a view forward looking and a view 
backward looking. The viewing angle related to the along track 
axis of the van must be constant. The position of the cameras is 
to be recorded with GPS. 
 

3   TRANSFORMATION OF 2D IMAGE DATA TO 3D 
POINTS AND TEXTURE COORDINATE 

3.1  Position estimation and image matching 

The camera parameters must been known in order to project the 
3D model onto the image plane. The interior orientation of the 
camera is determined by a calibration. The position of the 
camera is recorded during the image acquisition. Pan, tilt and 
roll angles of the camera are estimated from ground control 
points given by the vertices of the 3D model. Caused by the 
high buildings the recorded GPS signal is inadequate and only 
allows a position accuracy of about 5 meters. This is to 
inaccurate to use the position directly for the projection and 
does not give the pan, tilt and roll angles. 
 
Instead of calculating the position for individual key frames, the 
image sequence is used to orient the images. For homogene 
façade structures that approximately form a plane, homography 
can be adopted to detect planes in image pairs and the relative 
exterior orientation of the camera in relation to these planes 
(Hartley and Zisserman, 2000). Many buildings have an 
approximately planar façade. Assuming that façade structures 
lie in a plane, a correspondence between points of two 
subsequent images can be found using a homography matrix H. 
Points of interest are found searching eigenvalues and 
performing a non-maxima-suppression. The homography matrix 
is then calculated for corresponding points selected by 
RANSAC (Fischler and Bolles, 1981). From subsequent image 
pairs with frame distance d a set of homographies are calculated 
to allow the estimation of a trajectory of the camera relative to 
the façade plane which is averaged by combining the planes of 
the homographies. For the first image pair, the initial camera 
position is used to estimate a façade plane that is close to the 
corresponding 3d model surface. This strategy works well for 
homogeneous images with only one façade covering most of the 
image.  
 
3.2  Selecting the visible objects 

Ray casting searches for intersection points between the rays 
sent through the pixels of the image plane and all surfaces of 
the 3d scene. Using a typical resolution for an IR image of a 
video sequence, there are 320 x 240 pixels per image (values of 
camera FLIR SC3000 used for the data acquisition). This means 
at least 76800 pixels which have to be checked against all 
surfaces. The surfaces of the 3d models consist of triangles. A 
building façade consists of at least two triangles to form a 
rectangle. In result, for every surface there are at least 153600 
intersection points to calculate. When using several rays per 
pixel to achieve a higher accuracy and avoid holes in the 
resulting textures, this number gets even higher. It seems 
reasonable to minimize the number of surfaces, which have to 
be checked for intersections. To achieve this, frustum culling is 
used for all polygons of the surfaces of the given 3d model 
using the camera parameters estimated in the homography. This 
way, only surfaces being partially within the field-of-view are 
processed in the projection and texture extraction steps. 
A second way to minimize the number of surfaces for ray 
casting is the back face culling. That means, that surfaces 
within the field of view but invisible can be removed from 
processing. Back faces are the back sides of buildings 
completely occluded by the building’s front side. In computer 
graphics the distinction between front and back faces is made 
by the order of the vertices defining a triangle. Unfortunately, 
the models that are used for the test in our project, have not 
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always correctly defined triangles to distinguish between front 
and back faces. That is why back face culling is not used in this 
project, but of course can be used for 3d models with correct 
back face definition. 
 
3.3  Projection of image pixels into the 3d scene 

Depending on aspect and position of the camera view, parts of 
the buildings are invisble due to self occlusion or occlusion 
from other objects. For every pixel of the image of the virtual 
camera the corresponding surface point is searched. First, for 
every surface a plane equation is calculated to receive the depth 
value and texture coordindates. This plane is used for a ray 
casting (Foley 1995), where every pixel is projected into the 
scene and assigned to an intersection point of the plane which 
has the smallest depth value along the ray from the camera 
through the pixel. For the intersection point of this plane 
texture, the texture coordinates are interpolated from the texture 
coordinates of the vertices of the plane. The texture coordinates 
count from (u,v) = (0,0) at the left lower vertex of the surface 
and are going up to (u,v) = (1,1) at the upper right vertex. The 
ID of the intersected surface and the texture coordinates of the 
intersection point are returned to the pixel of the infrared image. 
After this 3D to 2D transformation of the model surfaces into 
the image plane of the IR image a 2D transformation is carried 
out to transform the IR image pixels to texture coordinates of 
the model surfaces. After this process the pixel values of the IR 
image have been transformed to texture coordinates of points on 
the model surfaces. 

A further 2D transformation is conducted to transfer the texture 
points to pixel coordinates for the surface textures. At first, the 
individual pixel coordinates of the texture are transferred into 
texture coordinates of the surface. Then, their interpolated 
values are calculated by means of a bilinear interpolation. If a 
pixel has only three surrounding points in u and v direction, the 
pixel value is interpolated using barycentric coordinates. If the 
pixel is outside the triangle defined by the three surrounding 
points, it is outside the visible part of the façade. Pixels with 
only two or less surrounding texture points also are outside the 
visible part of the façade and left in black.  

 
3.4  Combination of the partial textures of one surface 

For composing a complete texture for a building façade, it is 
necessary to combine several partial textures generated as 
described in 3.1 to 3.3. Because the camera parameters are 
containing a small error even after correction, like mentioned in 
3.1, the surface textures generated from different images of the 
same sequence may not be congruent. But, as the input image 
sequence is recorded with several frames per second, in our 
case study with 50 frames per second, and the viewing angle 
related to the along track axis of the van is constant, the 
disparity of two adjacent images is very small in movement as 
well as in rotation and so is the possible mismatch between the 
extracted surface textures of those two IR images. 
Due to this, corresponding points in both surface textures are 
searched within a small area of only several pixels for every 
point. After two surface textures are matched, the intensity 
values for the combined texture have to be calculated. For an 
image sequence, the resolution of the surface textures is not 
constant. The resolution decreases in the viewing direction of 
the camera caused by the perspective view. Texture points, 
which have a bigger distance to the camera, have a lower spatial 
resolution. When recording forward, the visible part of the 
façade texture of each following image has a higher spatial 

resolution than the image before, but does not show the 
complete part of the image before. Figure 2 illustrates the 
resolution distribution of a combined surface texture. 
 
 

Figure 2: left: Resolution image of a single partial texture, right:  
Resolution image of a combination of several partial textures 

 
For backwards view, every previous image as a higher spatial 
resolution, but does not show the complete part of the following 
image. This fact allows the use of a very simple texture 
combination method. For forward viewing, initially the first 
partial surface texture is copied to the combined texture. The 
second partial surface texture is then copied to the combined 
texture and overrides the pixel copied from the first texture, that 
are also present in the second one. But, as mentioned before, all 
pixels of the second texture have a higher resolution than the 
first texture. For the first texture, only the pixels that are not 
part of the second texture remain in the combined texture. This 
procedure is continued for all partial surface textures of the 
image sequence. In the end, the combined final texture has the 
highest possible resolution that can be achieved from the input 
image sequence. For the backward viewing image sequence, the 
last partial surface texture is initially copied to the combined 
texture and then the partial surface textures of the sequence are 
added in reverse order. 
Generating the final texture in this way leads to a texture with 
the highest resolution for every texel that is extractable from all 
partial textures. Figure 3 shows a continuous distribution of the 
resolution of the complete texture of the façade assuming a high 
image rate and a low velocity. 
 
 

 
 

Figure 3:  Resolution image of the final texture 
 
The white region in the middle corresponds to the first floor of 
the building, which lies in the view axis of the camera and can 
be seen at the left high resolution edge of all partial textures. 
Due to the oblique view the resolution decreases downwards 
and upwards. These texture parts cannot be seen at the left edge 
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of the images, but more to the right, where the resolution 
decreases. This effect depends on the angles of the camera view 
towards the camera path and towards the facades. The bigger 
the angle between the viewing direction of the camera and the 
surface normal of the façade, the bigger gets this effect. 
 
Because the appearance of IR signatures is changing over time 
and depends for example on the weather conditions, the 
combination of textures from different records at different days 
or daytimes to create a new combined texture is very difficult. 
That is why normally only textures of one record session should 
be used to create new textures. 
 
The final combined textures of all visible facades are assigned 
to building surfaces and stored together with the 3d model in a  
hierarchical object oriented database for further processing like 
feature extraction. The 3d intersection points are also stored as 
they can be used later to create geometry if the feature detection 
in the textures identifies geometry. 
 
 

4   PROCESSING OF TEST DATA 

For the experiments with the camera system mentioned in 
section 2 a building complex is chosen that shows long façades 
as well as discontinuous façade structures in narrow streets. The 
given 3d building model containing the surface polygons of the 
façades (Fig. 4) is combined with the longwave infrared image 
sequence of the SC3000 camera (Fig. 5) 
 

 
Figure 4: 3d building model with polygon surfaces 

 

 
Figure 5: IR image, intensity values are coded as 256 color 

table 

The homgraphy surface estimation leads to a relative camera 
path and estimated surface for the image sequence (Fig. 6). 
Using the given GPS coordinates, we can assign each of the 
estimated surfaces to a polygon surface of the model. 
 

 
Figure 6: Camera path and point cloud of corresponding points 

of the image sequence 
 
As mentioned, raycasting is used to determine the visible 
surface for every pixel and then calculate its texture 
coordinates. From these texels of one image a partial surface 
texture for every visible surface is generated. Figure 7 
demonstrates the sampling rate and the resolution distribution. 
To the right, the resolution is decreasing due to the perspective 
view. Areas of the surface, which could not be seen in one 
image, are left in black. The black stripes are image pixels, 
where no texel is transformed to. 
 

 
Figure 7: Partial surface texture for the image of Fig. 5, 

intensity values are coded as 256 color table. 
 

For composing a complete texture for a building façade, for 
every pixel of the final texture its value is interpolated from the 
stored partial surface textures. Figure 8 shows a combined 
surface texture built of twenty partial textures from one 
sequence in forward view. The black areas from the partial 
textures are filled from other partial textures. In difference to 
the partial texture, where the resolution is decreasing from left 
to right, here the resolution is decreasing from the first floor to 
the roof and the first floor to the ground, caused by the viewing 
direction of the camera and the texture combination (see section 
3.4 and Fig. 2 and 3).  
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Figure 8:  Surface texture generated from twenty partial 

textures.  
 
For the texture in Fig. 8, no invisible parts remain sue to the 
fact that there is no occlusion for this  façade. Other  façades are 
not completely visible from the sequence so that there remain 
invisible parts left in black (Fig. 9). 
 

 
Figure 9: Texture of a partially occluded  façade where the 

black part is not visible in any partial texture for this  façade. 
 
 

5   DISCUSSION 

Infrared light has special characteristics that lead to many 
problems. The physical behavior of the IR spectrum causes 
camera systems with lower resolution than normal video or 
photo cameras. The appearance of a façade in the infrared 
depends on outer conditions like weather, daytime, sun, 
temperature and inner conditions like building structure or 
heating. Many things to be seen in one infrared image, can not 
be seen in another because the conditions have changed and 
many façade structures that can be seen in visible can not be 
seen in infrared and vice versa. In addition, the small viewing 
angle and resolution of the camera does not allow the record of 
a complete building in dense urban areas with narrow streets in 
one image. The oblique view caused by the viewing angle and 
resolution of the cameras leads to self occlusion of buildings. 
This is partially solved by recording two different views per 
façade, one in oblique forward view and one in oblique 
backward view (Fig. 10). But, there are still remaining parts of 
buildings that are not visible. The given camera parameters for 
the projection have to be accurate, because the texture 
combination can only adjust small offsets between the partial 
textures. Errors in the rotation of the camera lead to completely 
wrong intersection points and thus wrong surface assignments 
and texture coordinates. A strategy based on the 5-point 
algorithm of Nistèr (Nistèr, 2004) will be investigated to deal 
with discontinuous  façades. 
In the strategy mentioned in this paper the resolution of the 
combined final texture is restricted to the resolution of the 
partial textures from the image sequence because one partial 
texture is simply overwriting another. In addition, this strategy 
is only feasible for the combination of textures of one sequence 

and with constant view direction. To reach a more general 
approach the texture coordinates generated during the ray 
casting from every single image should be combined as texutre 
coordinate 2d point cloud. With this hole set of texture 
coordinates the calculated combined texture is interpolated 
from a much more comprehensive basis and thus could reach a 
higher resolution than the input textures. A necessary 
precondition for this strategy is the improvement of the 
determination of the camera parameters to avoid blurred 
textures from incorrect texture coordinates. 
 

 
Figure 10: Forward and backward view from two sequences of 

the same building parts 
  
As seen in figure 8, the windows of the façade can easy be seen 
and, because the whole façade is in one image, the rows and 
columns can be identified to search for further windows, which 
could be detected directly. In further processing steps, for 
structures like the windows, the intersection points 
corresponding to the pixels of the window corners can be used 
to create triangles in the 3d model to represent the window in 
geometry instead of texture. 
 

Figure 11: Textures of Fig. 8 and 9 mapped onto the 3d building 
model of Fig. 4 
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ABSTRACT:

Disparity maps estimated using computer vision-derived algorithms usually lack quantitative error estimates. This can be a major
issue when the result is used to measure reliable physical parameters, such as topography for instance. Thus, we developed a new
method to infer the dense disparity map from two images. We use a probabilistic approach in order to compute uncertainties as well.
Within this framework, parameters are described in terms of random variables. We start by defining a generative model for both
raw observed images given all model variables, including disparities. The forward model mainly consists of warping the scene using
B-Splines and adding a radiometric change map. Then we use Bayesian inference to invert and recover the a posteriori probability
density function (pdf) of the disparity map. The main contributions are: The design of an efficient fractal model to take into account
radiometric changes between images; A multigrid processing so as to speed up the optimization process; The use of raw data instead of
orthorectified imagery; Efficient approximation schemes to integrate out unwanted parameters and compute uncertainties on the result.
Three applications could benefit from this disparity inference method: DEM generation from a stereo pair (along or across track),
automatic calibration of pushbroom cameras, and ground deformation estimation from two images at different dates.

1 INTRODUCTION

Computational stereo vision aims at matching pixels from a stereo
image pair; a great number of methods have already been devel-
oped – see (Brown et al., 2003) for a review. A few calculate
dense disparity maps. The majority work along scanlines, assum-
ing images have been rectified beforehand using epipolar geom-
etry to restrict the search space to a single dimension (e.g. hori-
zontal displacements). However, we claim that resampled images
are not suitable for a proper probabilistic inference. We advocate
the processing of raw data instead, because resampling destroys
the independence properties of the noise by creating correlations,
whereas only original pixels can be assumed independent vari-
ables. Therefore we have to estimate disparities in 2D while most
advanced techniques only work in 1D; this is the only way of pre-
serving the integrity of the data and deriving non-biased estima-
tors. Experiments have shown that resampling via classical inter-
polation (whether bilinear or bicubic) induces systematic errors
that can not be neglected when aiming at a sub-pixel accuracy.
Working with raw data shall then result in increased accuracy.

The new approach provides a quantitative measure of uncertainty
while most methods only compute ad-hoc matching or correlation
quality measures. Disparity maps with uncertainties have been
computed (Blake et al., 2003), however this was made possible
by working in 1D. When it comes to robustness to illumination
changes, probabilistic models have been proposed (Zhang et al.,
2006) that rely on an illumination ratio map; this was also possi-
ble by using 1D disparities. Nonparametric approaches based on
mutual information (Hirschmuller, 2005) were developed to han-
dle such changes without having to explicitly model them; how-
ever it is unclear how they can be extended to account for spatially
adaptive changes due to the terrain reflectance without resorting
to a tremendous number of parameters to store the required his-
tograms. In our case, robustness to illumination is achieved via
probabilistic change modeling in 2D and does not require extra
parameters. Techniques based on correlations, robust or not, usu-

ally rely on the choice of a window size which is often arbitrary,
and those involving smoothness priors are often fine tuned manu-
ally; our technique is designed to be entirely automated as neither
window size nor smoothness parameters need to be adjusted.

2 THE FORWARD MODEL

2.1 Deterministic part: rendering

We define the sets of bidimensional indices related to displace-
ment parameters and pixels respectively as Ωθ = {1... nx} ×
{1... ny} and Ωp = {1... Nx}×{1... Ny}. There are N = NxNy

pixels and n = nxny disparity parameters.

The disparity map d is a set of 2D vectors that define a map-
ping from image 1 to image 2; we use a B-Spline representation
(Thévenaz et al., 2000) at scale R parametrized by the coeffi-
cients ∆. The disparity can be set at a coarser scale than the im-
age, so as to allow for a multigrid optimization scheme as shown
in section 4.2. A coverage factor α ∈ [0, 1] is defined for each
pixel, describing the total contribution of the motion model to the
local displacement d, and enabling us to weight each data pixel
according to the ability of the model to predict that pixel.

dp =
X

j∈Ωθ

1

αp
wpj∆j for αp > 0 (1)

where wpj = ϕ

„
1

R
p− j

«
and αp =

X
p∈Ωp

wpj (2)

The 2D kernel ϕ is separable, i.e. ϕ(v) = s(vx) s(vy) where s
is the 1D B-Spline 3 kernel. We define the sampled disparities
Dj = dRj , so that we have D = S∆ where S is the convolution
operator achieving the interpolation for discrete spatial positions
(discrete filter ϕ(p), p ∈ Ωp).

The image X1 is the reference for displacement, i.e. X1 ≡ X ,
whereas the image X2 is obtained by warping X through the
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disparity map using B-Spline interpolation, which is denoted by
W∆(X). This approximation remains valid as long as the map-
ping from image 1 to image 2 preserves the area. This is generally
the case for disparity maps since the displacements can be seen as
local shifts, and the global scaling is rather negligible, especially
in along-track stereo. If we denote the Spline coefficients of X
by L0 such that L0 = S−1X , we have:

X2
p = W∆(X)p =

X
k∈Ωp

L0
k ϕ(p− k − dp) (3)

2.2 Self-similar change modeling

The observed images are denoted by Y 1 and Y 2. Image X1 is
assumed to be the reference, whereas X2 undergoes a radiometric
transformation which models reflectance effects, shadows, and
relatively large-scale changes that can occur between multi-date
observations. We assume all these structured radiometric changes
can be embedded in an additive term C. In this work, we also
assume that C contains the observation noise. To further simplify
the modeling, the noise from both images is embedded in C while
the reference image remains noise-free:

Y 1 = X1 and Y 2 = X2 + C (4)

One could argue that due to surface physics, multiplicative trans-
forms are more likely; in fact, to be really accurate, one should
take into account at least 3 phenomena – a multiplicative field re-
lated to non-Lambertian reflectance properties, clouds and atmo-
spheric transparency, an additive field related to ambient lighting
and atmospheric scattering, and also a nonlinear transfer function
that is not necessarily shift invariant. Multidate changes are even
more complex to describe. Therefore a simple additive term C
shall be a reasonable choice in practice, and we will also assume
X2 and C are independent in the method proposed here.

Change maps can be modeled in various ways. Among all pos-
sible models, few are simple enough to allow for an efficient im-
plementation. We want to take into account two essential prop-
erties: power spectrum decay (high frequency changes are less
likely than the low frequency ones) and spatial adaptivity (there
is no reason all areas behave similarly, as there might be occlu-
sions, shadows or more dramatic changes). We propose to use a
Gaussian fractal process, motivated by the self-similarity of natu-
ral images (Jalobeanu et al., 2003). In the frequency space (where
spatial frequencies are denoted by u and v), all coefficients are in-
dependent Gaussian variables whose variance obey a self-similar
law defined by an energy ε2 and an exponent q:

P (F [C]uv) = N
`
0, ε2 (u2 + v2)−q´

for u, v 6= 0, 0 (5)

We will assume a fractal exponent equal to 1 which is a com-
monly encountered value in natural scenes. In order to remain in
the image space we use Markov Random Fields; this is required
by the spatial adaptivity, best parametrized in the image space and
not in the frequency space. The expression above corresponds
to a diagonal inverse covariance equal to ε−2 (u2 + v2) in the
Fourier space. Its counterpart in the image space is proportional
to the linear operator H:

H = Gt
xGx + Gt

yGy (6)

where Gx and Gy denote the image intensity gradients (finite
differences) in the x and y directions. This is all made possible by
setting q = 1 (non-integer values require fractional derivatives,
whose computational complexity is considerably higher). We set
the gradients to zero on the boundaries. We get:

P (C |λ) =
1

Zλ
e−λ (AC)t H AC (7)

where λ is a smoothness parameter (related to the factor ε) and
Zλ the corresponding normalization coefficient. Using bounded
gradient values enables us to define a proper distribution.

In (7), A is a diagonal matrix that helps achieve spatial adaptivity.
The variance of C is divided by A. The simplest choice consists
of setting A2

p = αp so as to take into account the coverage factor
αp for each pixel p. Indeed, this factor allows us to put a weight
on each data pixel according to the ability of the model to predict
this pixel value. Any pixel not related to the model (i.e. that the
model can not explain) shall have a weight equal to zero so as
to cancel its contribution to the model, which is achieved by an
infinite variance, thus allowing the change map value Cp to grow
arbitrarily large. Conversely, pixels fully covered by the model
(α=1) are not affected.

Other pixel-dependent weights could be included here, such as
a mask allowing to exclude some of the pixels (classified as un-
reliable beforehand) from the inference. The weights could also
be updated recursively by analyzing the change map after each
inference step to make the method more robust.

2.3 A prior disparity map model

To complete the forward model we have yet to define a prior
model for the unknown disparity map. A simple choice is a
smoothness prior having the same fractal properties as the change
model, particularly suitable for disparities related to 3D surfaces
or natural phenomena. To keep the approach as general as pos-
sible we do not consider the epipolar constraint as in (Deriche et
al., 1994) and we set two separate smoothness parameters ωx, ωy

for disparities along each direction.

P (∆ |ω) =
1

ZωxZωy

e−ωx (∆x)tH∗(∆x)−ωy (∆y)tH∗(∆y) (8)

Here Zωx , Zωy denote normalization coefficients. The operator
H∗ can be different from H . In principle, the model should apply
to the disparities D, not to its Spline coefficients ∆. Therefore
we decided to choose H∗ = StHS in order to use a self-similar
prior similar to the change map prior.

We will discuss later how to estimate the smoothness parameters.
There is no immediate need for a prior pdf since these parameters
are substantially overdetermined. They are related to the under-
lying structure of the motion field, a special case being along-
track stereo where the displacement map along x is particularly
smooth, in which case very large values of ωx are expected.

2.4 Forward model and the related Bayesian network

We just defined the elements of a full generative model describing
the formation of an image pair from a single scene X , given a
deformation field ∆, a change map C and a noise variance map
σ2 as well as their respective parameters. A Bayesian network
displays all causality relations (see Fig. 1) and enables us to write
the joint pdf of all model variables as a product of prior pdfs and
conditional pdfs. The conditional pdf of the variables given the
data is proportional to this joint pdf, since the data is fixed.

3 THE INVERSE PROBLEM

Now we need to solve the inverse problem (with respect to the
direct model just defined). In the Bayesian approach (Gelman et
al., 1995), we aim at the determination of the a posteriori pdf,
i.e. the pdf of the variables of interest ∆ given the data Y 1, Y 2,
written as P (∆ |Y 1, Y 2). Three major steps are involved:
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Figure 1: Bayesian network related to the proposed forward model, de-
scribing the formation of the observed images given all model variables.
Nodes with converging arrows represent conditional pdfs, while all other
nodes represent priors. Shaded nodes are fixed (or observed) variables.

• Marginalization, to formally integrate the joint pdf with re-
spect to all variables that are not of interest (also known
as nuisance variables), denoted by Θ = {X, C, λ, ωx, ωy}
such that: P (∆ |Y 1, Y 2) ∝

R
P (Y 1, Y 2, ∆, Θ) dΘ

• Optimization, which aims at finding the values of ∆ that
maximize the posterior pdf (this step might involve the opti-
mization of other quantities as required by marginalization).
In practice an energy function U , defined as the -log of the
marginal posterior pdf, is being minimized.

• Gaussian approximation around the optimum to determine
parametric uncertainties on the result.

3.1 Image resampling and change map marginalization

The observed image Y 2 is now fixed, so we set z2 ≡ Y 2 and
z1 = W∆(Y 1) since we assumed Y 1 ≡ X . If we denote by L
the B-Spline coefficients of Y 1, we have:

z1
p = W∆(Y 1)p =

X
k∈Ωp

Lk ϕ(p− k − dp) (9)

The difference z12 = z2 − z1 defined this way is equal to the
radiometric changes C, according to Eqn. (4). See Fig. 3 for an
illustration. If we had a white Gaussian observation noise instead
of the structured change model (by replacing H with identity),
the obvious procedure would consist of minimizing the classical
sum of squared differences (SSD) between Y 2 and W∆(Y 1). In
general, this SSD-based procedure fails as the changes are spa-
tially structured (hence the use of normalized SSD by some au-
thors, but without explicit radiometric changes). Since we have
two deterministic relations (4), integrating out X and C gives

P (Y 1, Y 2 |∆, λ) ∝ 1

Zλ
e−λ (Az12)t H Az12

(10)

3.2 Estimating the change smoothness parameter

A noninformative, parameter-free prior is assumed for λ since
we have little knowledge about the changes; discussing how to
choose the prior pdf is beyond the scope of this paper. The inte-
gration with respect to λ can be done via the Laplace approxima-
tion as explained in (MacKay, 2003), which amounts to evaluat-
ing a Gaussian integral. The approximation consists of consider-
ing that the -log of the integrand is a quadratic form, defined by an
minimum (location and value) and a curvature at the minimum.
As there is a single parameter for all pixels, the curvature is very
high, therefore the integrand behaves like a Dirac function so this
approximation is valid. To evaluate the integral this way, we need

to calculate the value at the optimum λ̂ (the location itself does
not matter) as well as the second derivative −∂2 log P/∂λ2; the
latter does not depend on ∆ so it simply acts as a constant factor
and is ignored. The optimum is given by

λ̂ =
N

2Φ(A z12)
where Φ(X) = XtHX (11)

We finally get the integrated likelihood for ∆:

P (Y 1, Y 2 |∆) ∝ e−
N
2 log Φ(A z12) with Φ(A z12) 6= 0 (12)

We never have Φ = 0 if R > 1, because z1 and z2 can not be
equal for all pixels since the images are noisy and R > 1 prevents
any over-fitting (there is more than one pixel per parameter).

3.3 Estimating the disparity smoothness

Instead of using the smoothness prior (8) with fixed values of the
parameters ω, which would require a rather complex estimation
procedure to find optimal values (Jalobeanu et al., 2002), we can
use an integrated prior by integrating out ωx and ωy from the very
beginning. This way we lose the benefits of having a quadratic
regularization energy but we make the prior parameter-free. It
also makes the full inference method parameter-free since λ was
already integrated out.

The pdf (8) can be approximated by a Gaussian around its mode
as we did in the previous paragraph, so we apply exactly the same
reasoning as we did with λ (noninformative prior, and Laplace
approximation), which yields:

P (∆) ∝ e−
n
2 log Φ∗(∆x)−n

2 log Φ∗(∆y) (13)

This enables us to finally express the posterior P (∆ |Y 1, Y 2),
proportional to the product of expressions (12) and (13):

P (∆ |Y 1, Y 2) ∝ e−
N
2 log Φ(Az12)−n

2 log Φ∗(∆x)−n
2 log Φ∗(∆y) (14)

A degenerate solution could be found for Φ∗ = 0, since nothing
prevents us from having a perfectly smooth disparity map (for in-
stance ∆x is very smooth in along-track stereo, almost linear in
our tests as shown in the result section on Fig. 4). The interpre-
tation of the posterior pdf (14) needs special care: we should not
seek the global optimum, but rather the most ’significant’ one.
The peak related to degenerate solutions is the highest (in fact,
this posterior is improper, with a singularity at Φ∗ = 0, but it
can be seen as the limit of a sequence of proper pdfs). However
it can be shown by computing the second derivatives that this
peak is very narrow compared to the one related to the acceptable
solution, so that in terms of probability integrated over the corre-
sponding volume, a meaningful, non-degenerate solution is more
probable – even if does not maximize the pdf.

4 PROPOSED ALGORITHM

4.1 A fully unsupervised method

In order to maximize the posterior (14), the energy U needs to be
minimized with respect to the disparity map parameters ∆:

U =
1

2

`
N log Φ(Az12) + n log Φ∗(∆x) + n log Φ∗(∆y)

´
(15)

As mentioned above, special care has to be taken to avoid the po-
tential well around the singularity. This can be effectively done
by replacing log(Φ∗) by log(δ2 + Φ∗) where δ is strictly posi-
tive to avoid the singularity. When the solution is found, δ can be
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set to zero, hoping we escaped the sphere of influence of the sin-
gularity and will now converge to the acceptable solution. One
can also adopt a more careful scheme inspired from graduated
non convexity where δ starts large and is progressively decreased
until it reaches zero, thus ensuring convergence.

The marginalization that helps make the problem parameter-free
does not add much difficulty to the optimization which is already
nonlinear. Indeed, z12 has a nonlinear dependence on ∆ because
of the resampling process. The energy (15) is not quadratic (and
also not convex). Thus, solving this problem needs special han-
dling to avoid local minima and find the desired solution. Simple
Newton-like methods can not be used, and we must resort to a
nonlinear gradient descent. This can be sensitive to the initializa-
tion, hence the multigrid technique discussed in section 4.2.

We choose to use a nonlinear conjugate gradient method (Press
et al., 1993), which only requires the first derivatives of U . The
derivatives of the data term are denoted by ζx:

ζx
j =

∂

∂∆x
j

N

2
log Φ(Az12) =

N

Φ(Az12)
(HAz12)tgx

j (16)

where gx
j is related to the derivative of z12 and is defined as:

(gx
j )p = −αp

∂z1
p

∂∆x
j

= wpjW
∆
∂x(Y 1)p (17)

Here W∆
∂x denotes an interpolation based on the derivative of ϕ,

involving the kernel ϕ′x(v) = s′(vx) s(vy) instead of ϕ:

W∆
∂x(Y 1)p =

X
k

Lk ϕ′x(p− k − dp) (18)

which is computed at the same time as the usual interpolation
W∆. We get similar equations for ∆y . The derivatives of the full
energy (data term and prior) are finally given by:

∂U

∂∆x
j

= ζx
j +

n

Φ∗(∆x)
H∗∆x

j (19)

4.2 Multigrid optimization

The most classical approach to multigrid is to start with a coarse
disparity model (large R), perform the optimization, and refine
recursively by initializing finer scale models with the previous,
coarser scale. This has been applied to image registration in
(Thévenaz et al., 1998). A dyadic scheme is generally used, start-
ing with R = R0 and dividing by 2 at each step. Coarse estimates
are discarded, since they are only used to initialize the next scale.

However, when processing large size images, one had better es-
timate coarse deformation models from subsampled versions of
the input images rather than from the full size images, especially
at very coarse scales. A Spline pyramid (Unser et al., 1993) is
computed for both images Y 1 and Y 2. At each scale, we apply
the inference procedure described above, with a fixed value of R;
the range 2 ≤ R ≤ 8 achieves a good trade-off between model
density and number of data points per parameter. Then, the model
is refined through Spline subdivision since the parameters ∆ are
actually the Spline coefficients of the dense disparity field d. The
refined model is used to initialize the next scale.

4.3 Computing uncertainties

The inverse covariance matrix related to a Gaussian approxima-
tion of the posterior pdf around the optimum ∆ is defined by 4
blocks, related to second derivatives with respect to ∆x and ∆y:

Σ−1
∆ =

„
∂2U/∂∆x∂∆x ∂2U/∂∆x∂∆y

∂2U/∂∆y∂∆x ∂2U/∂∆y∂∆y

«
∆=∆̂

(20)

Using the first derivatives previously calculated (16)-(18) and as-
suming a locally linear resampling process W∆, we get:

∂2U

∂∆x
k∂∆x

l

' N

Φ(Az12)
(gx

k)tH(gx
l )− 1

N
ζx

k ζx
l +

n

Φ∗(∆x)
H∗

(21)
where all expressions are evaluated at ∆ = ∆̂. We obtain a
similar expression for ∆y

k and ∆y
l . The cross-terms are:

∂2U

∂∆x
k∂∆y

l

' N

Φ(Az12)
(gx

k)tH(gy
l )− 1

N
ζx

k ζy
l (22)

The quadratic form is utHv = (Gxu)t(Gxv) + (Gyu)t(Gyv).

For most applications, we need uncertainties on the disparities
D = S∆ (in practice the optimization is simpler to perform with
respect to ∆, this is why we do not use D in the first place). If we
need Σ−1

D rather than Σ−1
∆ , the following expression can be used

for the conversion:
Σ−1

D = (S−1)t Σ−1
∆ (S−1) (23)

where S−1 is the operator that transforms a vector into a series
of Spline coefficients, which can be implemented very efficiently
(Thévenaz et al., 2000). Notice that this is only needed once the
optimization procedure has been completed, therefore does not
affect the computational cost of the disparity estimation itself.

In principle, uncertainties are expressed through variances and
covariances, which have a physical meaning: the former directly
relates to confidence intervals on the estimated parameters, and
the latter give the correlation between model variables. How-
ever, the matrix (20) needs to be inverted, which is difficult in
practice because of its size (2n× 2n). Therefore we approxi-
mate covariances between neighboring disparity parameters by
neglecting long-range interactions.

For each covariance to be computed between variables indexed
by i and j, we select a small block of the matrix Σ−1 by picking
only the entries for variables directly connected to i and j. Ob-
viously, in the inversion, variables that do not interact shall not
be involved in the computation. In practice, for a given spatial
position j (diagonal elements of each block of Σ, related to ∆x

j

and ∆y
j ) if we restrict to the 8 nearest neighbors j + (±1,±1) for

both ∆x and ∆y , we only need to invert a 18×18 matrix. With 4
nearest neighbors the size of the matrix reduces to 10× 10. This
has to be repeated for each spatial location k. Notice that efficient
iterative optimization techniques can advantageously replace ma-
trix inversion (Jalobeanu and Gutiérrez, 2007).

If uncertainties do not need to be interpreted, but rather stored
and propagated through to other processing algorithms, the in-
version can be avoided: only the inverse covariance matrix needs
to be propagated. If there are too many terms it can be simplified
so as to limit the redundancy of the end result; for instance one
can provide inverse covariances related to the 4 nearest neighbor
∆ variables, which only requires to store and propagate 7 extra
terms for each location j (in addition to the estimates ∆̂x

j and
∆̂y

j ); refer to table 1 for details.

Self Σ−1 xx
j,j , Σ−1 yy

j,j

Cross (xy) Σ−1 xy
j,j

Horizontal Σ−1 xx
j+(1,0),j , Σ−1 yy

j+(1,0),j

Vertical Σ−1 xx
j,j+(0,1), Σ−1 yy

j,j+(0,1)

Table 1: Uncertainty terms (inverse covariances, limited to 4 nearest
neighbor interactions) produced by the proposed disparity inference al-
gorithm, after inverse covariance simplification.
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5 PRELIMINARY RESULTS AND DISCUSSION

5.1 Tests on real Mars Express images

We chose a test area extracted from a raw panchromatic, along-
track stereo pair taken by the Mars Express HRSC instrument
(ESA). The image was downsampled by a factor 8 using a Spline
pyramid (preserving noise statistics) to ensure small displace-
ments (<10 pixels) then a study area was selected (N = 64×64,
see Fig. 2). The initial disparity maps were Dx = linear func-
tion of x and Dy = 0. A radius R = 4 was chosen for the model
resolution (n = 16×16). Convergence was reached in less than
50 iterations for this particular initialization; a multigrid strategy
would significantly reduce this number, however the purpose of
the test is to check the validity of the proposed energy functional
(15) rather than study how to minimize it most efficiently.

Figure 2: Left: Y 1; right: Y 2. ESA Mars Express HRSC Orbit 0905
(stereo s12/s22), subsampling factor 8, extracted region 64×64 pixels.

Figure 3: Left: W∆(Y 1) (Y 1 warped using the estimated disparity
map); right: corresponding change map C = Y 2 −W∆(Y 1), contrast
enhanced (factor 10) to display the effects of non-Lambertian reflectance.

Fig. 4 displays the estimated disparities Dx and Dy; obviously
Dx is unrelated to the topography and appears very smooth. Un-
certainties also shown (bottom Fig. 4) are preliminary results; we
only show the inverse of the diagonal of Σ−1

D without the cross-
terms, however these preliminary error maps already carry valu-
able information that can be interpreted as error bars on Dx and
Dy (standard deviation). It clearly illustrates the spatial variabil-
ity of errors; the higher the contrast of radiometric features (e.g.
texture, edges), the lower the uncertainty. It falls below 0.1 pixel
as long as there are enough details, and well below 0.05 pixel
near edges, whereas it can reach 0.3 pixel in the smoothest ar-
eas. Notice that these estimates do not depend on the observation
noise parameters, which are unknown, nonetheless they exploit
the available statistics throughout the inference procedure. No-
tice also that there is no available ground truth for disparities.

5.2 Application to 3D reconstruction

If the imaging geometry is known and reliable (e.g. attitude and
position of the satellite computed from the metadata), then 2D
displacements can be directly converted into 1D heights, which
amounts to projecting the 2D pdfs of disparities to get 1D pdfs

min max

Figure 4: Top: estimated disparities (left: Dx, range=[0,9], right: Dy ,
range=[3.5,-1.5]); bottom: related standard deviations, range=[0,0.3].

of elevations. This will provide a DEM as a height field (longi-
tude, latitude and elevation) where the sampling corresponds to
the pixels of image Y 2, most probably irregular on the ground.
Therefore it needs to be resampled on a regular grid (again we
recommend B-Spline interpolation), and the uncertainties need
to be converted accordingly using an equation similar to (23).
The same process applies to pixel values from both input images
in order to achieve orthorectification, which amounts to provid-
ing a textured terrain model using reflected radiance maps. As
opposed to traditional orthorectification techniques, this should
be done using probability theory, which produces uncertain and
correlated pixel values as the estimated elevations are also uncer-
tain. Moreover, the resampling may also produce a blur due to
the geometric uncertainty related to probabilistic elevations.

5.3 Application to automatic camera calibration

Remote sensing images are acquired with pushbroom systems
whose parameters are not always well-known. Even if a reason-
ably accurate calibration can be achieved through star-based op-
tical navigation or using onboard sensors, applications aiming at
a sub-pixel precision can not rely on it. Indeed, the orbital mo-
tion is affected by high-frequency vibrations whose parameters
are unknown in general. Imperfect trajectory and attitude models
derived from the metadata lead to systematic errors in 3D recon-
struction that are often inconsistent with the recorded data.

Why not use the data directly without making complex calcula-
tions involving a geometry that is not well constrained? If a dense
disparity map D is provided as well as the related errors and cor-
relations summarized by Σ−1

D , it should be possible to recover
relative camera motion without any other source of information.
This has been achieved for approximate, linear camera models
(Gupta and Hartley, 1997). Once the relative motion model has
been inferred (parameter values as well as their uncertainties can
be computed using a probabilistic approach), a relative DEM can
be reconstructed in the camera space. It then needs to be con-
verted into the world space using ground control points; however,
even without such absolute knowledge, the relative DEM is still
a valuable product that makes use of all the radiometric informa-
tion contained in the stereo pair and its quality is not dependent
on possibly misestimated calibration parameters.
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While relative camera calibration for rigid detector arrays has
been thoroughly investigated in the field of stereo vision (Deriche
et al., 1994), the application to pushbroom sensors is still a open
research area, especially from the probabilistic point of view.

5.4 Application to ground deformation

There are two main types of ground deformation that would re-
quire precise monitoring: gravitational motions (e.g., landslides)
and tectonic-driven motions (e.g., co- and/or post-seismic de-
formation fields). As reviewed in (Delacourt et al., 2004), cur-
rently, most of the techniques for monitoring landslide displace-
ment are derived from measurements of reference stations (tri-
angulation, tacheometry and GPS measurements). The database
of movement provided by these techniques is available only for
major landslides for a time span not exceeding 20 years for laser
measurements and less than 15 years for GPS. Moreover, due to
spatial and temporal heterogeneities of the displacements, such
ground based measurements are not sufficient to describe fully
the velocity field of a landslide. Remote sensing imagery is a
powerful tool for landslide monitoring because it offers a synop-
tic view that can be repeated at different time intervals. This is
also the case for very localized slow tectonic motion. Differen-
tial SAR interferometry (DINSAR) has shown its capability for
deriving high accuracy maps (at centimeter level) of landslide dis-
placement (Fruneau et al., 1996). However, this technique is af-
fected by severe geometrical and environmental limitations (e.g.,
loss of coherence due to vegetation). Moreover, the SAR image
database is limited to 1991, and later.

In recent years, new techniques based on the correlation of satel-
lite optical images for the processing of deformation maps have
been developed. Those techniques have been successfully ap-
plied to the measurement of coseismic deformation and comple-
ment InSar techniques in particular close to the fault surface trace
where no interferogram can be computed. The same techniques
were applied to the long-term monitoring of landslides by com-
bining aerial images acquired at different times and very high
resolution satellite images (QuickBird). Using a pair of SPOT
panchromatic images, (Van Puymbroeck et al., 2000) showed that
sub-pixel correlation could provide fault slip measurements with
an accuracy of 0.1 pixel (1 meter) (Michel and Avouac, 2002).
The approach of (Van Puymbroeck et al., 2000) first consists in
resampling the SPOT images into a map projection so that the re-
maining image pixel offsets are only due to the earthquake ground
deformation. In a second step, the coseismic offset map and its
error estimate are computed from the phase shift of the Fourier
transform of a sliding window. In (Binet and Bollinger, 2005),
the method was adapted to SPOT 5 images and the correlation
window size used was 256 pixels and the window step was 64
pixels in both directions. Attempts in reducing the window size
lead to a noisy offset map near the fault because of the temporal
decorrelation and of the low contrast of the ground.

What we want with our approach is 1) to break free from the
initial assumption of a rigid motion within each window, 2) to
take into account the changes, 3) to compute covariance maps.
Indeed, this is required to combine the analysis of real surface
deformation information and probabilistic geophysical modeling.

6 CONCLUSIONS AND FUTURE WORK

Our long-term goal can be described as fully automated prob-
abilistic Digital Terrain Model (DTM) generation from uncali-
brated stereo pairs (possibly from more than two images). This is
part of the SpaceFusion project, funded by the French Research

Agency (ANR); its goal is to combine multiple data to infer the
topography, then to fuse the radiometry information into a well-
sampled, single reflectance map. A valuable by-product of this
project is the determination of 3D deformation fields with er-
ror maps if the 3D reconstruction is performed from stereo pairs
taken at different dates. This way one can measure the ground
motion or the evolution of the topography for analysis or mon-
itoring purposes. To efficiently handle occlusions and abrupt
changes, the forward model will need to be extended to allow
for spatially adaptive noise statistics, for a better robustness.
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ABSTRACT: 
 
Since the number of urban residents is rapidly increasing, especially in developing countries, relatively cheap and fast methods for 
modeling and mapping such cities are required. Besides the creation and updating of maps from sprawling cities three dimensional 
models are useful for simulation, monitoring and planning in case of catastrophic events like flooding, tsunamis or earthquakes. With 
the availability of very high resolution (VHR) stereo satellite data investigations of large urban areas regarding their three-
dimensional shape can be performed fast and relatively cheap in comparison to aerial photography – especially for cities in 
developing countries. Most of the methods actually used for the generation of city models depend on a large amount of interactive 
work and mostly also on additional information like building footprints and so on. A method for a fully automatic derivation of 
relatively coarse and simple models of urban structure is therefore of great use. In this paper one approach for such an automatic 
modeling and a processing chain is sketched and the method used for the modeling of buildings is described. 
 

1 INTRODUCTION 

Urban areas all around the world – especially in 
developing countries – grow rapidly. So more and more 
3D models of large city areas are needed for planning and 
monitoring purposes. For the usage in developing 
countries such models should be relatively cheap and can 
be relatively simple. This can be achieved by a fully 
automatically generation from very high resolution (VHR) 
satellite image stereo pairs from satellites like Ikonos, 
QuickBird or the upcoming WorldView series 
[DigitalGlobe, 2007]. 

Starting with a stereo scene – a very high resolution 
satellite image pair – it is possible to generate in a first 
step a high resolution digital surface model (DSM) by 
suitable stereo evaluation of the image pair ([Lehner and 
Gill, 1992], [Krauß et al., 2005], [Hirschmüller, 2005]). 
Since the ground resolution of the satellites is in the range 
of one meter the resolution of the surface model is rather 
coarse in comparison to surface models from airborne 
camera or lidar data. 

Furthermore there exists no additional data in rapidly 
growing cities. So the proposed automatic process is often 
limited to only one single stereo image pair. From this 
only source of information all needed parameters for the 
generation of a – in a first step coarse – city model have to 
be extracted. 

After the generation of the DSM a digital terrain 
model (DTM) can be derived from the surface model 
giving the ground plane (without buildings/trees etc.). 
Using the high resolution DSM and the satellite images 
also a true orthophoto can be calculated. Since the satellite 
data contain four channels (blue, green, red, near infrared) 
a simple classification based on the orthophoto can be 
accomplished. This classification uses only a mask of high 
objects derived from the DSM and DTM and a vegetation 

mask calculated from the NDVI of the orthophoto [Krauß 
et al., 2007]. 

From this classification all high, non-vegetation 
objects can be extracted and modeled as described in this 
paper. 

Currently already many approaches exist for city 
modeling. But these methods are mostly based on 
cadastral data, aerial images, aerial and terrestrial laser 
scanner data, terrestrial photographs and more information 
since the aim of these methods are near photorealistic city 
models in industrial countries. These models integrate 
data from several of these sources in often intense manual 
work for the urban models [CyberCity, 2007, 3D Geo, 
2007]. 

In this paper one part of this processing chain – the 
automatic extraction of buildings – is described. Many 
approaches exist which use high resolution airborne lidar 
data or digital image data. A method often used is the 
calculation of tensors of inertia and their eigenvectors as 
main axes of a building. This and a search for maximum 
diameters of objects and rectangular deviations for 
describing building outlines as described in [Müller, 
Zaum, 2005] work only well for convex buildings. A 
better top-down approach is the recursive rectangle 
approximation as shown by [Gross, U. et al., 2005]. But in 
this paper a bottom-up approach for the building outline 
extraction will be described. 

In the approach described here rather simple urban 3D 
models are generated only from one stereo satellite image 
pair. Such images are provided at the moment, e.g., by 
Space Imaging (Ikonos, [SpaceImaging/GeoEye, 2007]) 
with a ground resolution of about 1 meter panchromatic 
and 4 m multispectral or in the near future, e.g. by 
WorldView I (2007) and II (2008), offering half-meter 
panchromatic and 1.4 to 1.8 m multispectral resolution 
([DigitalGlobe, 2007]). 
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2  DATA 

The fully automatic processing chain relies on stereo 
image pairs which are best acquired in the same orbit with 
the same illumination conditions, two distinct viewing 
angles and known internal and external orientation of the 
satellite (e.g. orbital positions and look angles or RPCs). 
The processing chain and the building extraction are 
demonstrated for one Ikonos stereo image pair of the city 
of Munich. 

The scene was acquired on 2005-07-15 at 10:28 GMT 
with a ground resolution of 83 cm. The viewing angles of 
the forward and backward image were +9.25° and –4.45°. 
The images were available only as level 1A product, 
which are only corrected for sensor orientation and 
radiometry (0) but contain no further geometric changes.  

 
Figure 1. Section 600 m × 400 m from the Munich scene (area of 

Technical University), left and right stereo image 

3 PROCESSING CHAIN 

The proposed fully automatic processing chain consists of 
the following steps which are explained shortly in the next 
sections: 

1 Preprocessing of the raw imagery 
2 Creating the digital surface model (DSM) 
3 Extracting the digital terrain model (DTM) 
4 Creating true orthophotos 
5 Classification 
6 Object extraction 
7 Object modeling 
8 Representing the object models through geometric 

primitives and exporting in suitable 3D format 

The part “modeling building objects” of “object 
modeling” is explained in detail in chapter 4. 

3.1 Preprocessing of the raw imagery 
In the preprocessing the images are imported and the 
metadata and the rational polynomial coefficients (RPCs) 
delivered with the VHR imagery is interpreted. These 
coefficients are mandatory since they are used to 
transform the geographical coordinates longitude X, 
latitude Y and ellipsoid height Z to image coordinates (x,y) 
by division of two polynoms with 20 coefficients each 
[Jacobsen et al., 2005, Grodecki et al., 2004]. These 
geometric calculations are used throughout the generation 
of the DSM and further for absolute georeferencing and 
orthophoto generation. 

 

 

In a further preprocessing step the multispectral channels 
with much coarser resolution (one pixel multispectral 
correspondents to four by four pixel in the pan image) 
than the panchromatic channel are pansharpened. 

3.2 Creating the digital surface model (DSM) 
In the first processing step a digital surface model is 
created from the image stereo pair. For implementation of 
this step in the processing chain some DSM generation 
methods where evaluated. A classical area based matching 
approach as described in [Lehner and Gill, 1992] depends 
on images with few occlusions which means in the case of 
urban scenes a very narrow viewing angle and so also 
larger height errors. 

More useful for urban scenes seem to be dense stereo 
algorithms used in computer vision. Such methods depend 
however on strict epipolar geometry. A good overview of 
a selection of such algorithms is given on the Stereo 
Vision Research Page of the Middlebury College 
maintained by Daniel Scharstein and Richard Szeliski 
[Scharstein and Szeliski, 2007]. 

Beside these also two more algorithms based on dynamic 
programming described in [Krauß et al., 2005, “dynamic 
line warping”] and [Hirschmüller, 2005, “semi-global 
matching”] where found applicable for inclusion in the 
processing chain. 

All following investigations were done with results of 
modified versions of these two dynamic programming 
algorithms, which becomes necessary due to the non-
epipolar geometry of the image pairs. This is due to the 
fact that the satellite image pair doesn’t allow the creation 
of a true epipolar image – only so called quasi-epipolar 
images are possible since the viewing angles of the two 
satellite images are not parallel. 

 
Figure 2. Digital surface model calculated for a section of 600 m × 

400 m from the Munich scene using the “dynamic line warping” 
approach 

3.3 Extracting the digital terrain model (DTM) 
Using this calculated DSM the digital terrain model 
describing the ground can be derived. This is 
accomplished by calculating a morphological erosion with 
a filter size of the maximum of the smallest diameter of all 
buildings. This results in a height image with every pixel 
representing the minimum height in this area around the 
pixel. For calculating the DTM in contrast to [Weidner 
and Förster, 1995] in reality a median filter returning a 
rather low order value will be applied instead of the 
morphological erosion to avoid the domination of the 
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generated DTM by single outliers from the calculated 
DSM. After filtering an averaging using the same filter 
size is applied to obtain a smoother DTM. In the Munich 
example parts above the DTM are reduced to a flat plane 
on street level 

3.4 Creating true orthophotos 
Thanks to the rather dense DSM, the RPCs from the 
original imagery and the pansharpened multi-spectral 
stereo images it is possible to derive true orthophotos. 

 
Figure 3. Pan sharpened orthophoto based on the left stereo image and 

the DSM from the Munich scene 

3.5 Classification 
Calculating the difference image between DSM and DTM 
and applying a threshold of “high” (about 4 m) gives the 
so called “high objects mask” as shown in Figure 4. 

 
Figure 4. High objects mask calculated from the DSM and the derived 

DTM applying a height threshold of 4 m (section 600 m × 400 m) 

The “vegetation mask” is derived from the normalized 
difference vegetation index (NDVI) which is calculated 
from the red and near infrared channels of the 
pansharpened multispectral true orthophoto by applying a 
suitable vegetation-threshold (Figure 5). 

NDVI = ( NIR – Red ) / ( NIR + Red ) 

 
Figure 5. Vegetation mask based on the thresholded NDVI calculated 

from the orthophoto (600 m × 400 m) 

Combining these two binary masks leads to four classes: 

• ■ low and no vegetation: streets, plain soil, . . . 
• ■ high and no vegetation: buildings, . . . 
• ■ low and vegetation: meadows, grass, . . . 
• ■ high and vegetation: trees, bushes, . . . 

Figure 6 shows these classifications for the used section 
from the Munich scene: 

 
Figure 6. Classification of the Munich scene using a height mask 

derived from DSM and DTM and a vegetation mask based on the NDVI 
from the pan-sharpened orthophotos 

3.6 Object extraction 
For extracting objects the DSM and the orthophoto will be 
masked with one or more of the derived classes. 
Extracting the “high vegetation” class yields trees and 
bushes. The “high non vegetation” class will result mostly 
in man made buildings. Extracting all “low” objects will 
result in a ground plane. 

3.7 Object modeling 
For the simple modeling of the extracted objects 
following base models are used: 

• Model “ground” (class “low”, any type of vegetation) 
• Model “tree” (class “high” and “vegetation”) 
• Model “building” (class “high” and “no vegetation”) 

             
 

              
Figure 7. Simple models used 
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The “ground” is inserted as a height field extracted from 
the DTM with an optional texture directly from the true 
orthophoto. 

“Trees” are described by a crown diameter and a treetop 
height extracted from the classification and the DSM 
respectively. 

“Buildings” are represented as prismatic models restricted 
to rectangular edges as shown in the next section. In the 
future the prismatic models will be split to cuboids with 
optionally parametric roofs. 

3.8 Representing the object models through geometric 
primitives and exporting in suitable 3D format 

The coarse models will be represented through geometric 
primitives. A height field derived from the DTM for 
“ground” (one for full scene if textured from the true 
orthophoto), an ellipsoid supported by a cylinder for trees 
and rectangular vertical walls following the extracted 
circumference and a horizontal polygonal roof in the first 
version. A texture may be extracted from the original 
images by projecting the resulting polygons backward 
using the RPCs. The optionally textured geometric 
primitives have to be exported into a suitable 3D vector 
format. Figure 8 shows the area around the technical 
university from the Munich scene as shown by a VRML 
viewer. 

 
Figure 8. Simple 3D view generated from the Munich scene, size 
640 m × 400 m, center: Technical University of Munich, right Old 

Pinacotheca 

4 BUILDING EXTRACTION 

For the extraction of buildings the DSM will be masked 
with one of the objects of type “high, non-vegetation” 
extracted from the classification. So only one object – the 
mask enlarged slightly by a morphological dilation – 
remains in the DSM image. 

This (masked) DSM is classified to “height classes” by 
means of height and optional also by gradients of a small 
surrounding area of every point. This classification 
process calculates a height-parameter for each pixel and 
joins subsequently pixels with height differences below a 
given threshold together. 

Due to this process only clearly by height separable 
objects remain as classes characterized by the average 
height of all contributing DSM elements. For example 
gabled roof will join to one class of half the roof height if 
the height-join threshold parameter is large enough to join 
adjacent pixels on the slanted roof together (height-join 

parameter of about 1 m, larger as a GSD-step on a roof 
and smaller than the height of a floor). 

In the next step for each of these extracted height classes 
of the masked object the object outline is extracted. These 
are shown in green for four selected objects in a section 
from the Munich test scene in Figure 9. 

 
Figure 9. Four selected outlines for building extraction in the Munich 

scene (full classified DSM of the examined area, not only the one 
extracted object – image size: 600 m × 400 m) 

Based on these outlines of the height class objects a 
rectangular outline will be calculated. The outline is first 
parameterized to a vector containing for every pixel the 
position and an averaged direction between four 
preceding and four successive points. The angles are 
combined to full degrees and statistics, showing how 
many points of the outline possess which direction, is 
calculated as shown in Figure 10. 

 
Figure 10. Statistics of measured angles for outline “1” (green outline in 

Figure 9, right: angle in degree, up: count) 
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Figure 11. Smoothed distribution for all 4 borders 

Smoothing this angular distribution yields Figure 11 and 
allows the extraction of maxima. These found maxima 
will be used as the main directions of the outline. For 
polygon 1 the maxima can be located at 22°, 112°, 202° 
and 292°. 

After filtering and grouping angles together to these found 
main directions (Figure 12) in a last step consecutive line 
segments (Figure 13) are intersected and the closed red 
polygons shown in Figure 9 above are generated. 

 
Figure 12. Grouping angles of border elements together to found main 

directions 

 
Figure 13. Derived line segments of polygon 1 after grouping of angles 

In a first version the coarse modeling is done by simply 
generating prismatic models with these perpendicular 
polygons as footprints and flat tops with an average height 
extracted from the DSM. 

 

 

Since the accuracy and resolution of the derived DSM is 
in most cases not sufficient a detailed modeling of the roof 
shape is difficult. In future versions the polygonal 
circumference will be divided into rectangles. Using these 
rectangles an averaged section along and across these 
rectangles may give a hint if it is a gabled or a flat roof 
and lead to the selection of a more detailed bottom-up 
model. In the following example this is evaluated for 
outline “2” from Figure 9: 

 
Figure 14. Statistics of DSM heights from object 2 across roof direction 
(green dots: DSM values all along the roof, red line: averaged profile) 

 
Figure 15. Statistics of DSM-heights from object 2 along roof direction 
(green dots: DSM values all across the roof, red line: averaged profile) 

Since the digital surface model generated from the 
satellite stereo image pair is in all used generation 
methods very coarse and noisy, a statistical approach is 
the only possibility for further estimation of model 
parameters like the roof type. Also the extraction of 
smaller roof features like dormers or chimneys are not 
possible based on the given data. 

Since this approach depends on the classification based on 
height and vegetation it will fail in case of steep rocks not 
covered by vegetation or buildings covered with roof top 
gardens or greened roofs. 

5 SUMMARY AND OUTLOOK 

In this paper a rather simple method for a coarse building 
extraction and modeling is shown. Also a quick overview 
of a processing chain for the automatic extraction of three-
dimensional city models directly from high-resolution 
stereo satellite images is given. The processing chain is 
still in development. So the DSMs generated are not 
satisfying up to now. Also the automatic extraction of 

In: Stilla U et al (Eds) PIA07. International Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences, 36 (3/W49B)
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

81



 

objects from the classified images exist only in a first 
evaluation version. The texturing is still missing up to 
now. But the results gained from each step are 
encouraging enough to follow the path and refine every 
step of the chain to receive a new fully automatic system 
for generating coarse three-dimensional urban models 
from stereo satellite imagery in a short time. 
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ABSTRACT: 
Knowledge of accurate travel times between various origins and destinations is a valuable information for daily commuters as well 
as for security related organizations (BOS) during emergencies, disasters, or big events. In this paper, we present a method for 
automatic estimation of travel times based on image series acquired from the recently developed optical wide angle frame sensor 
system (3K = “3-Kopf”), which consists of three non-metric off-the-shelf cameras (Canon EOS 1Ds Mark II, 16 MPixel). For the 
calculation of overall travel times, we sum up averaged travel times derived from individual vehicle velocities to pass defined road 
segments. The vehicle velocities are derived from vehicle positions in two consecutive geocoded images by calculating its distance 
covered over time elapsed. In this context, we present an automatic image analysis method to derive vehicle positions and vehicle 
distances involving knowledge based road detection algorithm followed by vehicle detection and vehicle tracking algorithms. For 
road detection, we combine an edge detector based on Deriche filters with information from a road database. The extracted edges 
combined with the road database information have been used for road surface masking. Within these masked segments, we extract 
vehicle edges to obtain small vehicle shapes and we select those lying on the road. For the vehicle tracking, we consider the detected 
vehicle positions and the movement direction from the road database which leads to many possible matching pairs on consecutive 
images. To find correct vehicle pairs, a matching in the frequency domain (phase correlation) is used and those pairs with the highest 
correlation are accepted. For the validation of the proposed methods, a flight and ground truth campaign along a 16 km motorway 
segment in the south of Munich was conducted in September 2006 during rush hour. 
 

1. INTRODUCTION 

Near real time monitoring of natural disasters, mass events, and 
large traffic disasters with airborne SAR and optical sensors 
will be the focus of several projects in research and 
development at the German Aerospace Center (DLR) in the 
next years. In this overall frame, knowledge of accurate travel 
times between various origins and destinations is a valuable 
information not only for traffic management and information 
purposes but also for security related organizations (BOS) 
during emergencies, disasters, or big events. One application 
currently under development is the generation of isochronal 
maps derived from airborne imagery, which shows the up-to-
date travel times from each map position to the accident scene. 
This may support BOS coordinators for fleet disposition and 
adequate alerting in times of adversities. 
In general, travel time estimation is based on data from 
conventional stationary measurement systems such as inductive 
loops, radar sensors or terrestrial cameras. One handicap of 
these methods is the low spatial resolution depending on the 
ground distribution. New approaches include data by means of 
mobile measurement units which flow with the traffic (floating 
car data, FCD, (Schaefer et al., 2002), (Busch et al. 2004)).  
The big advantage of the remote sensing techniques presented 
here is that the measurements can be applied nearly everywhere 
(exception: tunnel segments) and do not depend on any third 
party infrastructure. Besides, airborne imagery provides a high 
spatial resolution combined with acceptable temporal resolution 
depending on the flight repetition rate, but require complex 

image analysis methods and traffic models to derive the desired 
traffic parameters (Ernst, 2005).  
In this paper, we present a method for automatic estimation of 
travel times based on geocoded image series acquired from a 
recently developed DLR wide angle frame sensor system. For 
the calculation of the point-to-point travel times, we apply a 
simple semi-empirical travel time method which is based on 
averaged travel times derived from individual vehicle velocities 
to pass defined road segments. For this, individual vehicle 
positions and velocities are required which are provided by 
automatic image analysis tools. 
In this context, we present an automatic image analysis method 
to derive vehicle positions and vehicle distance covered based 
on a road detection algorithm using a road database followed by 
vehicle detection, and vehicle tracking algorithms. 
 

2. ESTIMATION OF TRAVEL TIMES 

While only few detection methods offer the possibility to 
directly measure travel times of single cars (such as vehicle re-
identification by licence plate recognition, floating car 
tracking), certain model assumptions are needed to derive travel 
times from local detector data.  
Different methods for the estimation of travel times are applied 
depending on the sensors used and on the type and availability 
of sensor data. Simple methods derive travel times by 
constructing pseudo vehicle trajectories from time mean speed 
measured locally. Those methods are easy to implement and 
need no calibration but have difficulties to capture traffic 
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dynamics such as traffic jams at high densities. Better results 
can be generated by applying traffic flow models that are 
widely used in traffic engineering and control. For simulation or 
traffic prediction, data from inductive loops, terrestrial cameras, 
variable speed limits and other context data are fed into these 
traffic models.  
Macroscopic traffic models like METANET (Kotsialos, 2002) 
reproduce the spatial and temporal traffic flow based on 
averaged microscopic car dynamics and are used to estimate or 
predict traffic state information. A large group of macroscopic 
models is based on the fluid-dynamic theory, interpreting the 
traffic flow as a compressible fluid (e.g. Daganzo, 1997).  
Microscopic traffic models (e.g. Krauß, 1997) describe the 
vehicles with detailed behaviour. Each vehicle’s reactions to the 
actual traffic situations are modelled by assumptions concerning 
car following (e.g. Gipps, 1981) and overtaking procedures (e.g. 
Gipps, 1986). Microscopic models are more detailed than 
macroscopic models, but they require significantly higher 
computational efforts, what limits their use for real-time 
applications. A class of microscopic traffic models based 
cellular automat technology tries to overcome those problems 
(e.g. Nagel, 1992).  
New approaches aim to fuse all relevant data sources such as 
floating car data, stationary sensor data, modelled data and 
historic information.. 
In case of airborne optical data, travel times for a platoon of 
vehicles can be recorded from a helicopter, rather than a single 
car. The helicopter simply follows the vehicles in a traffic jam 
(Angel, 2003).  
In case of wide-angle airborne data, like the DLR 3K camera, 
we propose an instantaneous method to derive overall travel 
times T for a road section. For this, we divide the road section 
in N equally spaced segments with length L and calculate mean 
vehicle velocities iv  for segment i. The overall travel time T is 
then the sum of travel times for each segment.  
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In case of very low mean vehicle velocities, the travel times 
tend to be very high (standing cars would lead to an infinite 
value). Thus, a minimum vehicle velocity vmin is introduced to 
avoid too high travel times. The minimum vehicle velocity 
parameter is empirical and must be adjusted to the traffic type 
as well as to the road segment monitored as e.g. in case of 
blocked motorway lanes the estimated travel times will be 
erroneous using a constant minimum vehicle velocity for all 
traffic types.  
In this paper, we focus on congested traffic with traffic densities 
higher than the critical density without additional disturbances 
like blocked lanes and we set a priori the minimum vehicle 
velocity to 7.2 km/h following the METANET settings.  
The mean vehicle velocities iv  will be derived from the 
3K image sequences based on the vehicle positions in at least 
two consecutive geocoded images and based on the time 
elapsed (Hinz, 2007).  
In the following chapter, automatic image analysis tools to 
derive vehicle positions and velocities will be presented. 
 

3. AUTOMATIC ROAD AND VEHICLE DETECTION 

For an effective real time traffic analysis, the road surface needs 
to be clearly demarcated. Thus, we automatically delineate the 
roadsides by two linear features using the processing chain 
illustrated in Fig 1. Automated road extraction has been 

developed as an independent module in our ongoing research on 
real time traffic analysis. For brevity, we are not explaining the 
road extraction procedure in details. The road extraction starts 
by forming a buffer zone around the roads surfaces using a road 
database as basis for the buffer formation process. In the 
marked buffer zone, we use edge detection and feature 
extraction techniques. The critical step of edge detection is 
based on an edge detector proposed by Phillipe Paillau for noisy 
SAR images (Paillou, 1997). Derived from Deriche filter 
(Deriche, 1989) and proposed for noisy SAR images, we found 
this edge detector after ISEF filtering (Shen and Caston, 1992) 
extremely efficient for our purpose of finding edges along the 
roadsides and suppressing any other kind of surplus edges and 
noise present. The roadside identification module, again with 
the help of the road database tries to correct possible errors 
(gaps and bumps) that might have creped in during the feature 
extraction phase. 
 

 
Fig 1 Implemented processing chain for a knowledge based 

road extraction 
 

With the information of the roadside obtained in the processing 
step described before, it is possible to perform vehicle 
detections and tracking limited only to the roads. For this, we 
developed an algorithm for the detection and tracking of 
vehicles which is described in the following (see Fig 2). 

 
Fig 2 Vehicle detection algorithm 

 
Based on information about the alignment and direction of the 
roadside, all pixels of the road including the road direction are 
marked. For the vehicle detection, a Canny edge operator is 
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applied and a histogram on the edge steepness is calculated. 
Then, a k-means algorithm is used to split edge steepness 
statistics into three parts which represent the three main classes, 
vehicles, roads, and not classifiable.  
We consider the part with the lowest steepness being mainly 
pixels of the road background, since its intensity is quite 
uniform. Besides, we assume that the part with the highest 
steepness is due to the high discontinuity in the intensity 
probably populated by vehicles. This part of the statistic is also 
contaminated by the paintings on the roadside, shadows, sign 
boards, trees, etc.  
In the part which is not classifiable, it must be determined 
which pixels belong to the road background or to potential 
vehicles. For the decision, the pixel neighbourhood is 
examined. Pixels directly connected with a potential vehicle 
pixel are moved into the vehicle class. Remaining pixels are 
finally considered as road background.  
In case of coloured images, the processes described above are 
realized on each channel separately in order to obtain a multi 
channel edge image.  
In the next step, the roadside pixels are eliminated from the part 
with higher steepness. As the roads are well determined by the 
road extraction, the roadside lines can be found easily. Thus, 
the algorithm erases all pixels with high edge steepness which 
are laying on a roadside position. Thereby, it avoids erasing 
vehicles on the roadside by considering the width of the shape. 
Mid-line markings are erased using a dynamic threshold 
detector. This is done in order to reduce false detections, since 
these mid-line markings may look like white cars. 
Then, potential vehicle pixels are grouped by selecting 
neighboured pixels. Each group is considered to be composed 
of potential vehicle pixels connected to each other. With the 
groups obtained a list of potential vehicles is produced. 
In order to extract real vehicles from the potential vehicle list, a 
closing of the shapes of the potential vehicles is performed. We 
can see the effect of the closing algorithm in Fig 3. 
 

 
Fig 3. Closing the shapes of potential car pixels 

 
Using the closed shape, the properties of vehicle shapes are 
described by its direction, its area, the length and width 
following the direction, and its position on the road. Based on 
these parameters, the vehicles are assumed to have rectangular 
shapes with a specific length and width oriented in the road 
direction. Their area should be about the length multiplied by 
the width and vehicles must be located on the roads. We set the 
values for the vehicle length to 5.7 m and for the width to 2.6 m 
(for standard cars). In case of detections with very low 
distances the algorithm assumes a detection of two shapes for 
the same vehicle. Then, it merges the two detections into one 
vehicle by calculating averages of the positions. 
Finally, based on this vehicle model, a quality factor for each 
potential vehicle is found and the best vehicles are chosen.  
By applying vehicle detections to an image sequence taken 
within a small time interval, which is the case for the 3K image 
series, we are able to match a vehicle in this sequence, in order 
to measure its velocity.  

Within the tracking algorithm (see Fig 4), a search area for each 
vehicle detected in the first image is defined in the second 
image based on the predicted position. During short time steps 
between two images, vehicles do not change their direction 
significantly, so it can be assumed that the matching vehicle 
from the other image lies within the search area. Thus, we can 
find potential corresponding pairs of detected vehicles. 
However, in case of a high vehicle density on the images, as it 
is the situation in traffic congestions, many vehicles in the 
second image are located in the search area of one vehicle in the 
first image. At the same time each car in the second image has 
lots of possible origin cars in the first image. In order to choose 
the right pair, it is checked that the direction of both vehicles in 
a possible vehicle pair is the same. As criteria, the road 
direction from the road database is considered for the selection 
correct pairs. 

 
Fig 4 Car tracking algorithm 

 
Then, a phase correlation algorithm to find best corresponding 
vehicles is applied for each pair by using small image patches 
around the car. With these tests a quality coefficient is 
determined for each pair of matching candidates. At the end, 
when a car in the first image has several correspondents in the 
second image, we keep only the pair with the best quality value.  
 

4. SENSORS AND DATABASE 

4.1 3K camera system 

The 3K camera system (3K = “3Kopf”) consists of three non-
metric off-the-shelf cameras (Canon EOS 1Ds Mark II, 16 
MPix). The cameras are arranged in a mount with one camera 
looking in nadir direction and two in oblique sideward direction 
(Fig 5), which leads to an increased FOV of max 110°/ 31° in 
across track/flight direction.  
 

 
Fig 5. DLR 3K-camera system consisting of three Canon EOS 

1Ds Mark II, integrated in a ZEISS aerial camera mount 
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The camera system is coupled to a GPS/IMU navigation 
system, which enables the direct georeferencing of the 3K 
optical images. Fig 6 illustrated the image acquisition geometry 
of the DLR 3K-camera system. Based on the use of 50 mm 
Canon lenses, the relation between airplane flight height, 
ground coverage, and pixel size is shown, e.g. the pixel size at a 
flight height of 1000 m above ground is 15 cm and the image 
array covers up 2.8km in width.  
 

 
Fig 6. Illustration of the image acquisition geometry. The tilt 

angle of the sideward looking cameras is approx. 35°. 
 

4.2 Test-Site 

The motorway A8 south of Munich is one of the busiest parts of 
the German motorway network with an average load of around 
100.000 vehicles per day. Fig 7 shows the 16 km motorway 
section between motorway junctions “Hofolding” and 
“Weyarn”, which was selected as test site on 2. Sep. 2006. At 
this time, heavy traffic was expected at this section caused by 
homebound travellers.  
 

 
Fig 7. 16km motorway strip (A8) south of Munich as imaged by 

3K camera system 
 

4.3 3K imagery 

Three 3K data takes were acquired on 2. Sep. 2006 between 
14:01 and 15:11 from 2000m above ground. Table 1 lists the 
exact acquisition times of each data take. During each 
overflight, 22 image bursts were acquired each containing four 
consecutive images. The time difference within these bursts was 
0.7 s, so that each car was monitored at least 2.1 s.  

 
ID Date Pixel 

size 
Images H.a.G. 

3K-Ia 02-Sep-2006  
 14:01-14:12

30cm 22x4x3 2000m 

3K-Ib 02-Sep-2006  
 14:30-14:40

30cm 22x4x3 2000m 

3K-Ic 02-Sep-2006  
 15:01-15:11

30cm 22x4x3 2000m 

Table 1  3K camera data takes at A8 south of Munich 
 
For further analysis, 3K images were geocoded using onboard 
GPS/IMU measurements with an absolute position error of 3m 
in nadir images and less than one pixel relative. The last error 
has great influence on the derived vehicle velocities. 
 
4.4 Road database and ancillary data 

Data from a road database are used as a priori information for 
the automatic detection of road area and vehicles. One of these 
road databases has been produced by the NAVTEQ Company 
(NAVTEQ 2006). The roads are given by polygons which 
consist of piecewise linear “edges,” grouped as “lines” if the 
attributes of connected edges are identical. Up to 204 attributes 
are assigned to each polygon, including the driving direction on 
motorways, which is important for automated tracking. Recent 
validations of position accuracy of NAVTEQ road lines 
resulted in 5m accuracies for motorways. 
Data from other sources and sensors were collected to make an 
overall comparison of derived travel times. Although traffic 
messages from the traffic channel do not contain travel times 
but congestion lengths, this information represents the state of 
the art and was therefore collected. Additionally, data from 
local detectors are used to calculate instantaneous travel times: 
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With TT(t) being the travel time for the whole stretch at time 
instant t, vi being the speed reported at detector station i and li 
being the length of the segment assigned to detector station i.  
 
ID Time Traffic message 

channel 
Travel times from 

detector data 
3K-Ia -14:06 

-14:11 
Halting traffic 14km 
Congestion 7km 34 min 

3K-Ib -14:40 Congestion 12km 28 min 
3K-Ic -15:03 

-15:07 
-15:11 

Halting traffic 18km 
Congestion 7km 
Congestion 12km 

26 min 

Table 2  Traffic message channel information and estimated 
travel times from detector data for A8 south of Munich 

 
Table 2 lists data from other sources and sensors, which are 
linked to the acquired 3K data takes. Obviously, the traffic 
messages vary strongly within short time periods between 
congested and halting traffic.  
 
4.5 Reference vehicle 

As ground truth for travel times, two runs with a GPS equipped 
vehicle (ADAC) in northbound direction and one run in 
southbound direction was conducted. Table 3 lists the links 
between reference vehicle runs to 3K data takes. It should be 
mentioned, that a direct comparison between travel times from 
reference vehicle and 3K data takes contain systematic errors, 
as the northbound runs take around half an hour and the 3K data 
set represent a time span of ten minutes. 
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ID Date Strip Travel-

time 
Data 
take 

 

R1 02-Sep-2006  
 14:02-14:36 

16km 35 min 3K-Ia North-
bound 

R2 02-Sep-2006  
 14:38-14:47 

16km 9 min 3K-Ib South-
bound 

R3 02-Sep-2006  
 14:48-15:18 

16km 31 min 3K-Ic North-
bound 

Table 3  Data from reference vehicle at A8 south of Munich 
 
4.6 Manual measurements 

For manual measurements, the 3K images have been mosaiked 
in two orthophotos according to Fig 7 (taking the 2. and 4. 
image of the bursts). This mosaic represents the traffic situation 
with a relative time difference of 1.4s. Measurement of vehicle 
positions and corresponding vehicles resulted in the velocity of 
vehicles. These measurements were basis for calculating the 
travel times which are illustrated in Table 4.  
 

 
Fig 8. Manual measured northbound velocity profiles on the left 

lane (red) and right lane (green) for all 3K datatakes 
 
Fig 8 shows velocity profiles of all vehicles going northbound 
during the three 3K data takes. The vehicle velocities vary 
strongly between 150 km/h and 0 km/h with small differences 
between left and right lane.  
 

5. RESULTS 

5.1 Comparison of travel times 

Travel times are calculated using measured vehicle positions 
and velocities based on equation (1). For this, the minimum 
vehicle velocity was set to 7.2 km/h according to the 
METANET settings, and average vehicle velocities iv  were 
calculated based on segments L of 1 km length. Table 4 lists the 
travel times derived from the 3K data sets separated in left and 
right lane, the travel times from the detector data, and the travel 
times of the reference vehicle.  
In general, left lane travel times are slightly shorter than right 
lane travel times. In comparison with the reference travel times, 
the 3K derived times are higher and the detector derived times 
are shorter. Besides, the 3K times decrease with higher 
minimum vehicle velocity or longer road segments. Thus, with 
a minimum vehicle velocity of 15 km/h or a road segment 
length of around 10 km, the derived travel times correspond 
with the reference times. These two parameters are free and 

must be adjusted to the road type and traffic type, but in this 
experiment they were fixed to the METANET settings.  
 

Travel time 3K ID Ref 
Left lane Right lane Detector data 

 

Ia 35’ 39’48’’ 39’57’’ 34’ S-N 
Ib X 38’36’’ 40’42’’ 28’ S-N 
Ib 9’ 08’04’’ X X N-S 
Ic 31’ 37’06’’ 37’27’’ 26’ S-N 
Table 4 Comparison of travel times derived from 3K images 

with reference travel times 
 
Instantaneous travel times derived from detector data do not 
completely comply with the reference measurements. That is 
because only speeds at certain stations are used that are more or 
less a set of random observations of the complete freeway 
stretch. Also, instantaneous speeds do not reflect the dynamics 
of traffic, as they do not consider the time a vehicle actually 
needs to pass the different stations.  
 
5.2 Automatic detection of vehicles 

 
Fig 9. Zoom into the two images used for tests on the automatic 

vehicle detection. Rectangles mark automatic detections, 
triangles point into the travel direction. 

 
We tested our programs for automatic road and vehicle 
detection on several image sequences of traffic on motorways 
taken by the 3K camera system. Fig 9 shows a zoom into two 
example images which were taken from a sequence obtained at 
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the motorway A8 near “Holzkirchen”. The lower image was 
taken 1.4s later than the upper image. Using these images the 
programs for automatic road and vehicle detection were tested 
(see also section 3), and the results of the automatic detection 
were compared to manual measured reference.  
Table 5 shows the results of the automatic and manual detection 
of cars on these two images as well as the completeness and 
correctness of the automatic car detection with respect to the 
reference. It can be seen that the correctness is quite high, 
whereas the completeness is lower. We used these results of the 
automatic vehicle detection as input for the vehicle tracking 
program. However, the results in correctness and completeness 
of corresponding pairs of vehicles in these two images obtained 
from the vehicle tracking program are quite low due to the low 
completeness of the automatic vehicle detection. 

 
ID 
 

Total 
automatic 
detection
s 

Correct 
automatic 
detections 

Manual 
detections 

Correctness of 
automatic 
detection 

Completeness
of automatic 

detection 

Ia 117 95 193 81% 49% 
Ib 56 47 170 84% 28% 
Table 5 Comparison of automatic and manual car detection for 

two images 
 

6. CONCLUSIONS 

The investigations show the high potential to use airborne 
image time series for the estimation of travel times. Firstly it is 
shown that the automatic road detection works sufficiently good 
for restricting the search area of the vehicle detection and for 
giving information about road directions. Also the automatic 
vehicle detection has already reached a high level of accuracy 
concerning the correctness, although the completeness is still 
too low for car tracking applications and has to be improved. A 
further challenge of the methodology is a better estimation of 
the minimum velocity for modelling the vehicle speed in a 
traffic congestion. Models have to be established to estimate 
this parameter out of vehicle density and/or other measurable 
values. It is expected that overall accuracy could be enhanced if 
the system would be combined with a dedicated traffic flow 
model in order to utilize the strength of both approaches.   
The results of such measurements can be used for obtaining 
travel times and other relevant traffic parameters in cases of 
catastrophes or other special events (e.g. mass events), where 
the costs for an airborne data acquisition is justified. 
It is planned to test the airborne based camera travel time 
measurement system against a real reference database with high 
sampling rate, e.g. vehicle re-identification via automatic 
licence plate recognition. 
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ABSTRACT: 
 
In this paper we describe an approach to automatically estimate movements of vehicles in optical satellite imagery. The approach 
takes advantage of the fact that the optical axes of the panchromatic and multispectral channels of current spaceborne systems like 
IKONOS or Quickbird are not coinciding. The time gap that appears between the acquisition of the panchromatic and multispectral 
data can be used to derive velocity information. We employ a sub-pixel matching approach relying on gradient directions followed 
by least-squares fitting of Gaussian kernels to estimate the movement. The incorporation of the least-squares framework provides the 
basis to conclude about the accuracy of the movement estimates and to apply a statistical test deciding whether an object moves at 
all. We illustrate the matching and estimation scheme by various examples of real data.  
 
 

                                                                 
*  Corresponding author. 

1. INTRODUCTION 

The automatic detection, characterization and monitoring of 
traffic using airborne and spaceborne data has become an 
emerging field of research. Approaches for vehicle detection 
and monitoring include not only video cameras but nearly the 
whole range of available sensors such as optical aerial and 
satellite sensors, infrared cameras, SAR systems, and airborne 
LIDAR. The broad variety of approaches can be viewed, for 
instance, in the compilations (Stilla et al., 2005) and (Hinz et 
al., 2006). Although airborne cameras are already in use and 
seem to be an obvious choice, satellite systems have entered the 
resolution regime required for vehicle detection. Sub-metric 
resolution is available in the optical domain and, since the 
successful launch of TerraSAR-X, closely followed by 
Spotlight SAR data. While the utilization of along-track 
interferometric spaceborne SAR data as delivered by 
TerraSAR-X is straightforward for movement estimation, 
optical satellite images do not provide interferometric 
capabilities nor they allow for acquiring image sequences with 
reasonable frame rate (e.g., the time gap of IKONOS single-
pass stereo pairs reaches 6-12s).  
 
However, the CCD linescanners implemented in the IKONOS 
and Quickbird instrument offer the potential for deriving 
information about moving objects. Due to constructional 
reasons the panchromatic (pan) and multispectral (ms) channels 
have non-coinciding optical axes, which lead to a small time 
gap of 0.2s between the acquisition of the pan and ms images 
(see e.g. (EURIMAGE, 2007)).  
 
Two typical traffic scenes of a pan-sharpened Quickbird scene 
of an urban area are shown in Figure 1. The delay of 0.2s can be 
clearly seen by the typical color fringe caused by fast moving 
objects, which are observed at different positions in the pan and 
ms data.  
 

 

 
(a) (b) 

Figure 1. Spaceborne traffic scenes (Quickbird). Moving cars 
can be identified by their color fringe; see blue car in (a) and 

red cars in (b) 
 
The appearance of color fringes at moving objects is well-
known and has been mostly treated as artefact. Usually 
techniques are developed for removing the fringes to enhance 
the visual quality of images, although the potential for 
movement estimation has been already recognized – especially 
for airborne line scanner cameras like HRSC or ADS-40. In the 
context of spaceborne images, for instance, Etaya et al. (2004) 
showed the potential for moving object detection, using the 
delay between the acquisition of the pan and the ms channels.  
While this work was also done on Quickbird imagery another 
successful application of their approach is demonstrated for 
Spot data in Etaya et al. (2005). Here ocean wave movements 
during the Northern Sumatra Earthquake in 2004 were detected.  
 
While these works use manual object selection in both 
channels, we focus on the automatic matching of hypotheses 
found in the high resolution channel with their conjugates in the 
lower resolution channels. In particular, we apply the approach 
to the task of automatic movement detection of vehicles. 
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2. MOVEMENT ESTIMATION  

First, an overview of the complete system for vehicle extraction 
will be given. Afterwards the procedures for movement 
estimation are described in detail. 
 
 
2.1 System Overview 

The presented work is a part of an overall framework for the 
estimation of traffic parameters from satellite imagery. As input 
the panchromatic and multispectral channels are used. These 
images are geo-coded and co-registered with road data taken 
from a geoinformation system (GIS). These give information 
about potential regions of interest, i.e. roads, junctions, and 
parking lots. The further processing is divided into the 
extraction of vehicles that are grouped in queues or rows and 
the detection of isolated standing vehicles. The vehicle queue 
detection has already been described in detail, see (Leitloff et 
al., 2006), and approaches for the extraction of single cars from 
sub-meter resolution images are outlined in (Hinz, 2005, Hinz 
et al., 2007).  
 
This work focuses on the movement estimation of single 
vehicles. To thoroughly analyze the robustness of the approach, 
we assume the input data to be 100% complete and correct. 
Therefore, vehicles were selected manually from the 
panchromatic channel and are used as input. This step can 
easily be replaced by the automatic techniques mentioned 
above. A simplified system overview is illustrated in Fig. 2. 
 
 

 
 
 
2.2 Initial hypotheses extraction 

Starting from the manually selected vehicles’ center in the pan 
image the position of the corresponding blob in the low 
resolution ms images needs to be determined. Instead of 
applying a search algorithm on all color channels 
independently, the RGB images are transformed into the 
Intensity-Hue-Saturation (IHS) color space. The distribution of 
hue and saturation values for different typical objects is 
illustrated in Figure 3. It depicts a horizontal slice through the 
IHS conic, with the intensity values projected on the slice, i.e. a 
polar coordinate system is used, where the length of the vector 

between each point and the center corresponds to the saturation 
and the hue is defined as angle between abscissa and the vector 
to each point. It comes clear that high color saturation of an 
object like a red or blue car on a road in at least one of the 
multispectral channels strongly influences the distance form the 
coordinate origin (Figs. 3a,b), while a gray road with less much 
saturation is located near the origin (Fig. 3c). 
 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3. Hue (angle) and saturation (distance) for (a) red car 
and street, (b) blue car and street, (c) street, (d) grassland 
 
Examples for the saturation channel are illustrated in Figure 4. 
The blob structure of vehicles in this channel becomes clearly 
visible and is fundamental for the following steps.  
 
To find the translation vector between the blob of the input 
region and its conjugate region in the ms data, a sub-pixel 
matching approach is employed. The approach relies on the 
work of Steger (2001). The main idea of this algorithm is the 
use of a gradient filter to determine the gradient direction for 
each pixel of an image. First, a template is cropped from the 
pan channel around the vehicles’ position. To adapt it to the 
scale of the coarser resolution of the ms channels the template is 
smoothed by a Gaussian kernel for eliminating possible 
substructures from the pan image. Then the gradient directions 
for this template and the IHS channels are calculated. An 
exhaustive search constrained to a reasonably limited area 
compares the gradient directions of the template image with the 
gradient directions found in the IHS images, which results in a 
similarity measure for each pixel (Figure 5a and 5b). Notice 
that the pure utilization of gradient directions makes 
normalization or contrast manipulations of one or both data sets 
virtually unnecessary. For eventually detecting the vehicle 
region in the ms data, the position showing the highest 
similarity is chosen, if a maximum distance to the position in 
the pan channel is not exceeded. Figure 5c and 5d show the 
results of the initial detection. 
 
 

Preprocessing
(Coregistration)

Vehicle queue detection Single vehicle detection 

Reconstruction of single cars Movement estimation 

Pan- and 
Multispectral 

Imagery

GeoInformation 
System 

100%

 
Figure 2. System overview 
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(a) 

 

 
(b) 

 
(c) 

 

 
(d) 

Figure 4. (a) and (c) Pansharpened images,  
(b) and (d) corresponding saturation images 

 
 
 
 

 

 
(a) 

 
(b) 

 

 
(c) 

 
(d) 

 
Figure 5. Matching results: (a) and (b) show similarity 

measure, (c) and (d) corresponding detection with given 
position in pan image (green) and detection in ms images (red) 

 
 
 
 
 

2.3 Accurate position estimation 

The main goal of this step is to refine the matching result and – 
even more important – deliver statistically justified evidence 
about potential movement within the acquisition of the pan and 
the ms channels. Up to now, the precision of the positions in the 
higher and lower resolution is unknown. Therefore, the initial 
detections will be refined in terms of positional accuracy. Since 
this refinement is accomplished in a robust least square fitting 
approach, accuracies of the corrected position will be derived.  
 
Assuming that active traffic moves along the road, a profile 
centered at the initial detection is spanned along the road 
direction (taken from the corresponding GIS axis). Values in 
the pan and similarity image are determined by bilinear 
interpolation for each profile point. Then, the parameters of the 
following Gaussian function are determined using Least 
Squares fitting: 
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The accuracies of the unknown parameters (s, a, σ, μ) are 
obtained from their covariance matrix after an iterative fitting 
process. Figure 6 shows two examples of the fitted Gaussian 
function (continuous line) compared to the extracted profile 
points (dashed line). The finally refined positions in the image 
and the underlying profiles can be seen in Fig. 7. 
 
 
2.4 Movement estimation 

To make a decision about a significant movement of a vehicle, 
the distance between the position in the pan and the ms image is 
calculated. Using the known positional errors the accuracy of 
this distance can also be determined by simple error 
propagation: 
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Finally, a statistical test (i.e. Student’s test) is conducted with a 
standard value of 5% for the probability of error.  
 
In our tests we obtained values of less then half a pixel for the 
tested distances to verify a movement, i.e., 1.2m when taking 
the coarse resolution of the ms channels as reference scale. This 
corresponds to a minimum velocity of 20km/h, which is well 
below the typical velocity in city areas.  
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(a) 

 

 
(b) 

 
Figure 6. Refined position estimation for pan (green) and 

similarity (red) image. (a) and (b) correspond to the examples 
of initial matching in Fig. 5 (c) and (d), respectively. 

 
 
 

 
(a) 

 

 
(b) 

Figure 7. Profiles and accurate position for panchromatic 
(green) and similarity image (red). (a) and (b) correspond to the 

examples shown in Fig. 6 (a) and (b), respectively. 
 
 
 
 
 
 

3. RESULTS 

In this section more examples for the application of our 
approach are shown to illustrate the general performance of this 
approach. A numerical evaluation will be given in a later paper, 
once this algorithm has been added to the overall system 
sketched in Fig. 2.  
 
The figures of this section are organized as follows: 
 

(a) original image with initial detection 
(b) similarity image from matching 
(c) results of the fitting process 
(d) final results and used profiles 

 
 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
Figure 8. Example I 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 9. Example II 
 

4. OUTLOOK 

The examples show the potential of the presented approach. 
The position of all vehicles could be detected in the low 
resolution ms channels by the use of robust least square fitting 
in combination with a shape-based matching algorithm. This 
module will now be added to the overall detection for numerical 
evaluation. Furthermore, tests on gray vehicles which do not 
have large contrast in the ms channels will be performed. We 
expect that even in these cases movement detection can be 
performed, although it might be slightly less reliable.  
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Figure 10. Example III 
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ABSTRACT: 
 
Orthophoto production is one of the main photogrammetric tasks. The usage of digital photogrammetric stations allows precise 
orthorectification based on the pixel resolution basis. Different data sources are used for production of DEM based on survey data, 
contour line maps, stereo images, RADAR or LIDAR data and combinations of them. This technique requires generation of DEM 
with high accuracy. One of the latest technologies for DEM creation is based on the correlation procedures of digital stereo pairs. 
A two-steps procedure for processing of generated model is suggested to solve this problem. Initially the DEM is produced without 
taking into account the buildings. A complex model of buildings and surrounding terrain is suggested that is suitable for mapping, 
orthorectification and 3-D modelling. The suggested model has hierarchical structure and describes main part of buildings as walls, 
roofs and subparts like balconies, staircases. It is suitable for description of spatial information, oriented for digital processing of 
stereo images. The description of information is formulated, based on the methods of formal grammars. The several level of 
production rules are formulated, which are corresponding to separation of object into subparts, the generation of subparts and the 
producing of surfaces from graphic primitives. The software arrangement is discussed, that corresponds to application of grammar 
rules, which are convenient for automatic processing of digital stereo pairs. The introduced model is used for image interpretation 
and restoration of objects from their stereo images. 
The generated model of objects in urban areas is applied for image orthorectification. The areas of buildings’ roofs, walls, shadows 
and visible terrain were separated. The used vector model of buildings is projected over the initial images to separate them in areas 
of terrain, buildings, walls, invisible faces. The procedure is extended for roofs or balconies at different heights, which are 
overlapping in images. This allows the segmentation of DEM into areas and independent control of parameters for plane surfaces 
and curved surfaces or natural objects like terrain. The model of visible terrain is extrapolated over the shadow areas and the areas of 
buildings. After that separate models are superimposed to produce final surface model that is used for orthorectification. The 
modification of index matrix method is applied for orthophoto generation. The several levels mask is created. It takes into account 
the overlapping of building over terrain, over adjacent building and overlapping of parts of the same building. The orthophoto image 
is separated into parts – for buildings’ roofs and walls and for surrounding terrain, and for overlapping parts. The superimposition 
and mosaic creation from rectified images is made as a final step of the procedure. 
 
 

1. INTRODUCTION 

1.1 Orthorectfication of Scenes Containing Buildings 

The photogrammetric generation of models from scenes 
containing man-made objects has its peculiarities which are 
similar for tasks in for orthorectification of terrain and buildings 
and generation of photo-realistic models in architectural 
photogrammetry. The common problem is the method of 
generation of model, its complexity and level of particularity. 
Main problems that have to be solved for creation of 
photogrammetric models of buildings are used technology 
schemes for generation of such models, methods for their 
description and generation and procedures for transformation of 
data format of model into format suitable for corresponding 
hard copy products or dynamic visualization. This requires 
simultaneous solving of the following three basic tasks: 
adequate model as combination of vector and raster data, 
reliability of the generated model from different sources and 
preliminary information for objects data sets, correspondence 
between model formats and visualization procedures. 
Digital presentation and archiving of buildings requires 
simultaneous usage and data fusion from aerial or close range 
photogrammetry, laser scanning, digital photogrammetry and 
image processing techniques. Main tasks to be solved are 
photometric and geometric reliability between the object and 

the model. The process of generation of 3D models of 
architectural objects requires solving the task of generation of 
3D skeleton models, decomposition the images of the object 
into separate parts and appropriate processing of decomposed 
parts and adequate method for interpolation of object surfaces. 
For processing of photogrammetric information is typical usage 
of space information. The analysis of images in urban areas is 
very difficult due to the buildings and artificial objects. The 
large displacements, hiding of terrain and hiding the parts of 
adjacent objects and influence of the shadows generate very 
complicated images. Similar problems arise for processing of 
images in close range photogrammetry for which there are 
important protruding parts of objects. This produces problems 
for automatic identification of corresponding parts in stereo 
images of such objects or territories. 
The influence of quality of DEM over the geometric precision 
of orthoimage is analysed in (Pala V., Albiol R., 2002). A 
geometric correction algorithm is applied for combination of 
separate parts of orthoimages from different views of the same 
area to solve the problems with the hidden parts of terrain. 
Importance of including DEM in orthorectification process is 
analysed in (Jauregui M., Vilchez J., Chacon L., 2000). 
Usage of digital building model for accurate orthophoto 
generation is presented in (Bock-Mo Y., Eui-Myoung K., In-
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Tae Y., 2000). The process of orthorectification is preceding by 
automatic building extraction. 
In semi-automatic procedures for orthorectification of building 
images it is possible excluding of special kind of lines for such 
objects – like border lines, which allow excluding of unwanted 
parts of object model. The structure of spatial information is 
very important for reliability and speed of processing in such 
systems. 
 
1.2 

2.1 

1. 
2. 

3. 

4. 

5. 

Automatic Building Reconstruction 

Building detection and reconstruction is based on different 
techniques and uses wide variety of procedures. Different 
classification schemes are suggested for image processing and 
interpretation, taking into accounts the shape and height 
characteristics of buildings (Weidner U., Förstner W., 1995). 
The semi-automatic procedures for building detection are 
developed, which are based on LSQM matching, usages the 
geometric characteristics in object space (Zhang, Z., Zhang, J., 
2000). Involving the geometrical constrains of building roofs 
gives possibilities for semi-automatic building extraction. There 
are a lot of investigations in which the shadow information is 
connected with geometric characteristic of objects. 
The building analyses process is based on object models, which 
are using the verification of feature sets (Ameri, B., 2000). The 
development of this ides is realized in procedure taking into 
account the topological and geometric characteristics of objects 
in reconstruction of regular shape faces, which approach is 
implemented in (Heuel, S., Förstner, W., Lang, F., 2000). Some 
problems of structural approach to man-made objects are 
discussed in (Michaelson, E., Tilla, U., 2000). Model based 
methods are considered using geometric, topologic and 
structural knowledge based on polyhedral parametric or generic 
models. Increasing the accuracy of processing is achieved by 
applying of data base for roof corners (Chio, S.H., Wang, S.C., 
Wrobel, B., 2000). The procedure for building extraction from 
high-resolution Digital Surface models containing terrain and 
buildings information is suggested in (Weidner U., 1996). The 
building reconstruction is based on the usage of parametric and 
prismatic building models. There are developed integrated 
algorithms, which apply data fusion of stereo images, GIS data 
or digital map information (Suveg, I., Vosselman, G., 2000]. 
The down to up procedure for building detection is introduced 
in (Zhao, B., Trinder, J.C., 2000). The hierarchical approach 
consists of three major stages: building detection, building 
segment extraction, 3D feature matching and building 
modelling. The hierarchical approach for building 
reconstruction using 3D information, such as color, texture, or 
shadow and reflectance is introduced by (Seresht M.S., 
Azizi A., 2000). The structural approach for generation of 
object model from aerial images of urban scenes is suggested in 
(Stilla U., Jurkiewitcz K., 1996). A bottom to up solving 
procedure is tested for these purposes. 
Utilization of reliable procedure for building extraction and 
reconstruction which is compatible with processed images is 
very important for quality of orthorectification process. 
 
 

2. MODEL STRUCTURE 

Image Description 

Main method of description is based on the topological 
properties of areas in the stereo images. A picture language 
grammar technique could be applied to formalise the process of 
image description and to cover different variants of image 

configurations. Such approach is very large used for description 
of two dimensional or three dimensional images [Fu, 1982]. 
The formalised the process of description of contour images and 
generation of hierarchical description of image has to be 
enlarged for images of 3D objects and to involve additional 
information. The information that has to be taken into account 
includes the parallax of contour lines, the position of object 
relatively to centre of the photo and topological properties of 
areas in separate images. In this situation only the walls 
oriented to the centre of photo could generate visible areas in 
image. The main properties of image description have to take 
into account the relation between areas into image and 
connection between areas and contours. The arcs are used as 
main primary elements for description. Arcs present the 
segments of lines between two points of connection. From 
topological point of view such points are only points of 
connection of more than two arcs by taking into account the 
type of arcs (wall edges, foundation border and so on). By this 
reason the segmentation of arcs has to be applied. The main 
topological properties that have to be taken into account are the 
relation of adjacent areas, clusters of areas, included clusters of 
areas, hanging areas (with only one point of connection). To 
take into account the specific properties of artificial objects 
have to be involved areas of types roofs, walls, shadows, hidden 
terrain or roof areas). 
For purposes of contour description only the tie points and arcs 
could be used. In such situation it would be difficult to generate 
relation between areas. Usage of only topological properties of 
areas and their relation would increase difficulties in contour 
generation and arcs processing. 
In general case the solution is very complicated but applying 
the restriction of relatively small angles between the projection 
rays and vertical planes (as walls) the presentation could be 
simplified. Taking into account such restriction the following 
groups of arcs could be formulated: 
1. Arcs without changes in height between two areas or with 
relatively low difference in slope; 
2. Arcs with jump in height between two adjacent areas; 
3. Arcs defining break in surface slope, not in height. 
In situation if nodes are marked only at that points where more 
than two arcs are connected some combination of height arcs 
could appear and should be added to terminal arcs set. 
It is necessary to be mentioned that not all topological types for 
different height types of arc exist. According to this the 
following extended set of topological and height types of arcs 
are possible that are forming the set of finite elements of 
grammar. 

Non connected elements: 
Second order connected elements (one pointer to 

inside cluster list and one implied connection to own 
contour): 

Third order connected elements containing two 
pointers to the next arcs of the own and adjacent contour 
and one pointer to main arc of the own contour, or to the 
main arc the upper level contour for element of type d: 

Fourth order connected elements (two pointers to 
internal and external contour and one pointer to internal 
isolated cluster list and one implied connection to own 
contour): 

Fifth order connected elements (two pointers to 
internal and external contour, one implied connection to 
own contour, one pointer to internal isolated cluster list 
and one pointer to the next cluster). 
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2.2 

3.1 

Description in 3D Space 

The basis of description is presentation in 3D space, i.e. the 
presentation of objects as 3-dimentional. The topological and 
geometrical dispositions are substantial. For topological 
description it is applied a hierarchical structure, which is based 
on dividing the objects into object groups. Every object group 
can contain the adjacent set of objects cluster of objects) or area 
of sub-objects, which distributed regularly or randomly. At the 
lowest level are used sub-objects, which are described by their 
surfaces. The object groups and sub-objects contain information 
about the relation and connection between them. Two main 
groups of factors are taken into account – the possibility for 
storage the description into data base and formal structural 
description and its generation by picture grammar. The 
corresponding tables forming structural description are 
separated in following groups: Objects, Sub-objects, Faces, 3D 
Arcs and Nodes. Such description is presented in 
(Marinov B.D., 2002). Extension of this idea to cover 
description of group of buildings and the objects that consists of 
sets of objects groups. A simple description of building object 
includes: roofs, walls, foundation and stairs. 
Object coordinates define the base point position in coordinate 
system of scene (area of description). Object consists of parts 
named ObjGroup. Object Group may contain another Object 
groups or SubObject. The quadruple tree is used for production 
of this description. 
The table of sub-objects contains information about the object 
and its neighbours. They are described by their faces. The table 
has the form 
Arc table contains information for arcs with two faces from 
both sides of the arc: 
Table defining nodes has the following form: 
There are additional tables, which are describing coordinate 
information. They are vectors of origin (Position) and 
orientation (Rotation). Another two tables describe surfaces and 
arc segments. (Surfaces, Segments). 
Such organization of information is compromise between 
memory requirements and speed of data access. The cluster 
arrangement of information requires more memory allocation 
for description but increase the speed of processing. This 
organization is adopted for presentation analyses and 
presentation of space information for object and sets of objects. 
Larger segment size increases the speed of processing but 
consumes more memory for short segments. 
 

3. FORMULATION OF PICTURE GRAMMAR FOR 
MODEL DESCRIPTION 

Picture Description Languages 

Picture description languages are widely used for presentation 
of 2D and 3D objects and their images (Fu, K.S., 1982). The 
necessity of two dimensional element descriptions involves 
usage of extended type of grammar. Suitable for that purposes 
is PLEX-GRAMMAR [Feder, 1971). A N-attaching-point 
element (NAPE) is introduced in it. The grammar is represented 
by the six-tuple (VTT,VN,P, S , Q, q ), where O O

VTT - is a finite non-empty set of terminal (non-productive) 
elements; 
VN - is a finite non-empty set of non-terminal elements 
(productive); 
VT  V  =  0 ;N∩                                                               (1) 
P - is a finite set of productions (generating rules); 
S VN∈  is a special NAPE - initial; 

Q is a finite set of symbols called identifiers that form joint lists 
(of internal joint points of NAPE set) and tie-point list 
(consisting of external points of NAPE set) - identifying the 
links between elements. The identifiers could be represented by 
integer corresponding to the number of tie-points of single 
NAPE. 
Q ∩ ∩ (V   V  =   0T N ) ;                                              (2) 

q0  Q∈  is a special NULL identifier that is used to show that 
corresponding NAPE from NAPE list is not connected to the 
described joint or tie point. 
An extension of grammar is used in which except traditional 
joint point for which are necessary at least two non-zero 
element in joint list a special type of joint is used for contour 
definition joint which could involve only one connected non-
zero element, belonging to the main arc of the contour. 
According to the above definition a set of four NAPEs with five 
joint points (four for arc connection and one for contour 
definition) and two tie-points is represented by set of 
components and two lists (of joint and tie-points) of the form: 

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

1 2 3 4 1 2 3 4 1 2 3 4

(q ,q ,q ,q ;
                    q )(q ,q )
V V V V q q q q q q q q q q q q

q q q q q q q q q
                 (3) 

3.2 Picture Grammar for Projective Images of Buildings 

Defining of picture grammar with such type characteristics, 
which satisfies generation of projective images of buildings is 
formulated in (Marinov B.D., 1996) and is further developed in 
(Marinov B.D., 2004). The following set of arcs is defined. 
1. Arc without height change on two sides of areas. 
m – border of different cover; 
s – shadow over terrain, wall or roof. 
2. Arc, which separates two areas with different heights (roof-
terrain, roof-wall, roof-roof). 
r – border roof/terrain (roof/roof); 
v – border between wall edge/terrain (wall edge/roof); 
p – border roof / wall; 
w – border wall / wall (between different buildings or their 
parts). 
3. Arc, which divides two faces with different slope of surfaces. 
h – edge wall / roof (at eaves); 
t – edge terrain / wall (roof / wall in cases when part of building 
lies over the lower roof or terrace); 
e – visible edge between surrounding walls; 
k – edge between different roof faces. 
It is possible to add combined types, which include sequence of 
two arcs with different heights. 
4. Arcs, which are combination of two arc segments: j, l (wall 
arcs), f, g (roof arcs). 
5. Arcs, which are combination of three segments: u (wall), n 
(roof). 
Definition of different type of generation rules requires 
additional indexes for main or auxiliary arcs. 
K, M, C, D – main external arcs of last or non last contour; 
B, S – auxiliary arcs of external contour or different level 
contours; 
I – internal arc of contour at same level; 
O, Q – single or isolated contours. 
Identification of different state of generation is made by second 
index that shows the specific state of the arc: 
ρ - state of generation of isolated contour; 
Ω - state of generation of external contour arc; 
χ - generation of hidden contours; 
and states for arc shift - Σ, Ψ Φ. 
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3.3 

O

Producing Rules Examples 

The following examples for producing rules include several 
main groups of rules. The first group defines generation of 
contours and set of isolated contours. 

0 0 Q( ) ( )                      ( ) (11)(02)

(1, 2) (1, 2)        (1, 2) (1, 2)
E

O O O O

I i I I A

A A R Rρ ρ

→ →

→ →
               (4) 

Generation of internal contours begins from main contour or 
from main arc in state ρ: 

O O

K K

Y (1,2) (21)(10,02)
 
W (1,2,3,4) (41;30)(10,20,02)

O

O

Y A

W A

ρ

ρ

→

→ Λ
                        (5) 

where symbol и W is arbitrary arc from set of 
internal contours (A, R, U, J, V, T). 

Y∈(A,  R)

The second group of rules is connected with generation of 
adjacent contours by applying of rules for generation of 
surrounding arcs. Initial set of producing rules includes 
generation of adjacent contours of type A or Y. 

0(1,2) (011,102,220;330,003) (040,004)
(1, 2,3) (011,102,220;330,003) (040,004,050)

I K C

Q I M C

A Y A Y

A Y A Y

→
→

(6) 

The separate set of rules produces external or internal self-
closed contours. External adjacent contours are produced by 
following rules: 

(1,2) (12,21;30,03)(40,04)
(1,2) (12,21;30,03)(40,04,50)

O K C

Q M C

A A Y

A A Y

→
→

                          (7) 

The rules for generation of internal isolated contours have 
similar form. 

(1,2) (11,22;30,03)(40,04)
(1,2) (11,22;30,03)(40,04)

O D K

O D C

A A Y

R R Y

→
→

                               (8) 

The generation of moving arc begins from node between arcs or 
from internal arc point. For arcs of type A they have the form: 

                           

                 

X X X I

X X I C X X X X I

X X I C W A W Y

A A A Y A W A W Y

A R R Y →

→ →
→

Σ Ψ Σ

Ω
         (9) 

Rules for arcs of type R are identical. 
Additional set of arcs define shift of end of external arc. 
Another set of rules are connected with generation of external 
visible walls and finalizing the producing sequence in cases 
when they are independent or their images lie over the parts of 
adjacent objects. The rules for transformation of including or 
surrounding contours are added. Another set of rules transforms 
external into internal contours. Two stages transformation 
procedure are used, which modifies arc types. 
Such construction of grammar allows modelling the hiding of 
building parts depending of view point and the shadow 
influence and their covering. This procedure is applied at 
topological level. 
 
 

4. RELATIONS BETWEEN MODEL PARTS IN 3D 
BUILDING MODELS 

In three-dimensional model there are only relations of 
connectivity between areas. The corresponding 2-D model has 
adjacent and overlapping areas. For modelling of overlapping 
areas it is necessary to extend the possible relations between 
types of areas with different lines. The application of formal 
picture languages is appropriate techniques for analyses of 
images of such object configurations (Marinov, B., 1996). 
The simple model of terrain and buildings consists of terrain 
and buildings. The buildings are constructed from walls and 
roof. More sophisticated model includes balconies on the walls, 
terraces on the top roof and tower over the roof and adjacent 

buildings or parts of them with different height. To define this 
model the following groups of plane objects can be formulated: 
A. Top covers:   roof, peak, floor, terrain (ground); 
B. Side faces:   wall, parapet, cornice, internal wall, curved 
shells 
C. Bottom covers:   foundation, eaves, ceil. 
D Internal faces (invisible) 
In space model of objects there are different combinations of 
surfaces to produce whole object. 
For nodes of order four the combination are more complicated 
but from practical point such nodes are not so much. Some 
examples are: N (roof, roof, cornice, cornice); N (roof, roof, 
wall, wall); N (roof, roof, roof, roof); N (wall, wall, sill, 
cornice). 
Main production rules generate building’s body, roof, 
surrounding walls. Other types of rules include production of 
objects that are attached to the surfaces of main object or sub-
object. Such objects are chimneys, mansards, stairs, platforms, 
shelters, and bays. The special types of objects are groups of 
columns or monuments under external shelters or internal bays. 
Some examples of different types of faces are shown in figure 1 

Figure 1. Examples of some face types 
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It is important to note that generation of nodes of specific type 
is feature of defined production rule and that usually the 
production rules of specific types generate usually couples of 
nodes. It is important for reconstruction of object model in 
cases when not all nodes are visible. This requires modules for 
analyses of corresponding types of nodes and production of 
invisible nodes. Such processes arise in mapping of 
architectural objects when some nodes are not visible. 
Edges between not adjacent faces create another type of 
problems. The main types of combinations include roofs, walls, 
shadows and terrain (Marinov, B., 2002). More extended set of 
combinations include different protruding objects or sub-
objects. 
Taking into account of these relations is very important for 
analyses of data and for control of data coding. From another 
side including of this information in data stream will create 
additional efforts for automatic recognition of types of 
boundary and types of nodes. This requires definition of data 
structure for input of photogrammetric information that is 
suitable for automatic of operator controlled data input. 
Based on this model the following extensions for description of 
3D information can be suggested: 
1. The hieratical structure must include the conjunction faces 
between main object and sub-object. 
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2. For every planar face the orientation vector of surface must 
be calculated and added as attribute information. 
3. For every object or sub-object is defined and calculated the 
surrounding parallelepiped body, which includes entirely 
object. 
4. For every arc are added as attributes the identifier codes for 
two adjacent surfaces. 
This structure is convenient for solving the tasks for visibility 
and for creation of index matrixes for orthophoto 
transformation in photogrammetry. 
 
 
5. PRESENTATION AND FORMING OF 

ORTHOPHOTO BASED ON BUILDING MODEL 

The advantage of suggested complex model is the possibility to 
decrease the number of checks or visibility of processed pixel. 
To solve the problem a surrounding parallelepiped bodies are 
used. 
The results for one complex building (church) are shown on the 
following figures. The digital images with superimposed vector 
model are shown in figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Source stereo couple with vector model 
 
The basic part of the orthoimage is produced from left image. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 Orthorectified image generated from left image 
 
The problem of generation of full model is that some lines are 
not visible in stereo or are not visible. For such lines the 
fictitious addition of model has to be generated. 
The reverse scheme of orthorectification is used. The check for 
visibility of pixels is made based on calculation the limits of 
parallelepiped bodies surrounding every sub-object. For 

projection ray from pixel in orthoimage corrected by height 
from model is checked the visibility by comparison with limits 
of surrounding bodies of adjacent parts of same building or 
nearest buildings. If tested pixel is not visible in current digital 
image the test for coupling image is made. It is possible to make 
checks not only in strip direction – longitudinal overlap but also 
for side overlap of images. 
Additional part of orthoimage is produced from another stereo 
image. The processing of pixels from other images is made only 
for hidden pixels in base image. It is possible to generate 
separate orthoimages from every of neighbouring image. Which 
pixel is used is coded in extended index matrix. The used codes 
are visible terrain, visible roof, visible balcony for every 
different visible surface. The index matrix for usage of pixels is 
generated during this process. The extension of index codes 
includes not only invisible pixels of terrain but also 
identification number of slope roofs, flat roofs or external stairs 
and balconies. The generated codes allow usage the most 
appropriate nearest pixels of visible parts: terrain, roofs, 
balconies and corresponding codes for surfaces of invisible 
pixels. Additional part of index code is number of image from 
which the source data are taken.  
The hidden parts from right image are shown in figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Ortho chips from right image 
 
The final orthoimage produced as combination of two 
orthorectified images with superimposed vector model is shown 
in figure 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Composition of orthoimages from suitable parts of 

adjacent images 
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Substantial advantage of this model is possibility for 
simultaneous analyses of two images of stereo couple and 
search of corresponding areas based on structural description. 
This allows enhancing the reliability and accuracy of obtained 
information. 
 
 
6. DISCUSSIONS AND CONCLUSIONS 

The suggested method for description of 3-D spatial data 
information is suitable for solving the task for visibility 
analyses in GIS and for orthophoto production in Digital 
Photogrammetry. The main problems are level of complexity of 
the model, the structural extension of model for invisible 
surfaces and lines for which the virtual lines are produced to 
ensure the concordance of the model. The computing efficiency 
for generation of orthoimage depends on additional information 
for consisting parts of object and the nearest object which can 
influence the pixels in the neighbouring objects. 
It is possible to be used in cases of different resolution of model 
with variable degree of generalization. This model is suitable 
for objects with different complexity and particulars. 
The suggested method enlarges the possibilities for DEM 
generation and orthorectification with systems for digital 
photogrammetry for urban areas. The suggested method could 
be used in procedures for archiving and dynamic visualization 
of architectural objects. The produced orthophoto is more 
accurate and adequate of the objects that are presented on it. As 
a final result the technology based on orthophoto production 
and digitising of accurate orthophotos could be applied 
successfully for urban areas mapping and planning. 
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ABSTRACT: 
 
The objective of this work was the presentation of a knowledge-based framework for the identification of urban features, as well as 
additional land cover types, contained in the image scene. The test area used was located in an urban environment of Aghios 
Stefanos, Attica. An IKONOS image (spatial resolution of 1m-resampled) was acquired for the study area and further pre-processed. 
Furthermore, supplementary geo-data were created and embedded in the knowledge-based system focused on the identification of 
urban characteristics (e.g. building boundaries), such as derived thematic data from remote sensing techniques and the constructed 
DSM of the study area (with a spacing of 3m), which was extracted using photogrammetric methods, for providing the required 3-D 
information. 
The knowledge-based methodological framework consisted of: (1) Problem conceptualization and knowledge acquisition, which 
involved the identification of urban features and surrounding land cover classes faced by “decoding” of knowledge based on the 
existing data types and context. Furthermore, remote sensing analysis methods, implementation of edge detection algorithms and 
multi-scale hierarchical segmentation were investigated and applied. (2) Knowledge representation, which was performed using 
object-oriented image classification using fuzzy representation models (proper Fuzzy Membership Functions (FMF) or Nearest 
Neighbor Classification (NNC)) for the assignment of objects into the defined classes. 
The output result of the proposed knowledge-based identification system is expected to be a final map that contained urban features 
of interest (such as building boundaries and road segments) and additional land-cover classes which consist the natural scene of the 
study area (e.g. vegetated regions).  
 
 

1. INTRODUCTION 

Photointerpretation of linear information is a subjective process 
and therefore there is a substantial need for automation of 
extracting linear information using automated techniques. 
Certain efforts were made in this direction including the 
application of edge enhancement and parametric / non-
parametric detection algorithms, segmentation algorithms, 
wavelets, variational models, active contours, neuro-fuzzy 
systems, Hough Transform etc.  
 
However it is difficult to choose among optimal algorithms 
since the complex scenes portrayed on satellite images are 
strongly dependent on the radiometric and physical properties 
of the sensors and on the illumination properties and 
topographic relief of each scene. Usually, the nature of 
information to be extracted and its scale and context determines 
the “suitability” of the method applied for linear feature 
extraction (medium-level analysis).  
 
Concerning high level analysis (image understanding), the 
identification of the extracted features consists a more complex 
research topic due to limitations of the designed recognition 
systems as well as due to the incompetence of fully 
“simulating” human perception in different recognition tasks. 
Much scientific effort has been made in the domain of image 
understanding, where several recognition methodologies have 
been proposed for serving diverse application tasks (e.g. 
biomedicine, understanding of natural scenes, etc). Integrated 

image analysis systems involving multi-scale and multi-source 
data segmentation, object-oriented representation, fuzzy and 
other types of classification have been recently involved for 
various applications. A similar methodology by the authors has 
successfully been applied for the identification of topographic 
and geological lineaments using coarser spatial resolution 
satellite data (such as LANDSAT-ETM+, with a spatial 
resolution of 30m) in a sedimentary, not urban, geotectonic 
environment (Mavrantza and Argialas, 2003, 2006).  
 
1.1 Edge Detection Operators: Overview  

In image processing and computer vision, edge detection treats 
the localization of significant variations of a gray level image 
and the identification of the physical and geometrical properties 
of objects of the scene. The variations in the gray level image 
commonly include discontinuities (step edges), local extrema 
(line edges) and junctions. Most recent edge detectors are 
autonomous and multi-scale and include three main processing 
steps: smoothing, differentiation and labeling. The edge 
detectors vary according to these processing steps, to their 
goals, and to their mathematical and computational complexity 
(Ziou and Tabbone, 1997). 
 
In the present work, only step edge detectors were examined, 
which can generally be grouped into two major categories:  
 

1. Optimal gradient-based detectors (e.g. the Canny 
algorithm, etc.).  
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2. Operators using parametric fitting models (e.g. the 
EDISON edge detector by Meer and Georgescu 
(2001), etc) (Ziou and Tabbone, 1997). 

 
1.2 Urban Feature Extraction and Mapping: Overview 

Concerning the automatic approach in urban feature extraction 
(specifically, roads and building boundaries), several categories 
of processes were applied including:  
 

1. Diverse wavelet analysis methods such as edge 
detection based on scale multiplication (Zang and 
Bao, 2002), contourlet transform (Do and Vetterli, 
2005), etc.  

2. Snakes (Agouris et.al., 2001), Variational models, 
geodesic active contours (Mumford and Shah, 1989, 
Karantzalos, et.al., 2007). 

3. Optimal edge detection algorithms (Heath et.al., 
1997). 

4. Object oriented image analysis for the identification 
of informal settlements (Hoffman, 2001). 

 
1.3 Motivation and aim  

From the thorough examination of the literature (as it was also 
presented in Section 1.2), it is inferred that computer-assisted 
methods for the extraction of urban features such as building 
boundaries and road segments were mostly based on the 
spectral and textural characteristics of these features.  
 
Despite of the good spatial accuracy most of the 
aforementioned methods provide, redundant non-urban features 
with similar spectral characteristics were also extracted. In such 
cases, additional post-processing approaches are required for 
the discrimination of the urban and the non-urban features 
(Argialas, et.al, 2007). 
 
On the other hand, optimal edge detectors (e.g. the Canny 
algorithm) have already been successfully applied on multi-
scale natural scenes with quite satisfactory results (binary 
images with one-pixel thickness, efficient length, pixel 
connectivity and very good spatial (even sub-pixel) accuracy) 
(Heath et.al., 1997, Mavrantza and Argialas, 2007). The 
integration of optimal edge detection techniques and a 
knowledge-based approach would quite sufficiently combine 
the textural and spectral information of all the intrinsic features 
of a natural scene portrayed in a satellite image with the spatial 
and contextual information of their adjacent features for the 
discrimination of their semantic content. That means the 
discrimination of urban and non-urban features can be achieved 
by exploiting the semantic information of the participating 
features. 
 
The integration of optimal edge detection techniques and a 
knowledge-based approach has already been investigated by the 
authors for the extraction and identification of topographic and 
geologic lineaments with quite successful results (Mavrantza 
and Argialas, 2006).  
 

2. METHODOLOGY AND RESULTS 

2.1 Study area and data used 

In the present study, an IKONOS very high resolution (VHR) 
image of the extended area of Attica Prefecture (Aghios 
Stefanos area), with a spatial resolution of 1m-resampled and 

acquired in year 2000 (Figure 1), as well as the Digital Surface 
Model of the same area with 3m spacing were used as initial 
input geo-data. 
 
In Figure 1, the pseudocolor composite RGB-421 of the 
IKONOS VHR multispectral image with spatial resolution of 
1m-resampled and size 934x1070 pixels is presented. Man-
made features appear with hues of blue, while vegetated areas 
appear with different hues of red due to the vegetation 
reflectance in the infrared band.  
 

 

Figure 1: Pseudocolor composite RGB-421 of the IKONOS 
VHR image with spatial resolution of 1m-resampled and size 

934x1070 pixels.  
 
2.2 Image pre-processing  

In the pre-processing stage, the IKONOS of the study area was 
geodetically transformed into the Transverse Mercator 
Projection and the Hellenic Geodetic Datum (HGRS87). The 
positional accuracy of the georectified image was 
approximately from 1.5-3.0 meters. 
 
For the implementation of the Pratt evaluation metric (which is 
in detail described in a following section), an ancillary ground 
truth (reference) file was required as input. This ground truth 
file was developed containing all the visually interpreted linear 
segments related to building boundaries as well as road 
segments, from the IKONOS image (and verified on the 
ground), represented with their X, Y coordinates and the total 
number of the actual edge points (in an ASCII format file). 
 
2.3 Framework for the design of the knowledge-based 

system 

The present work is a generalized framework of the design of a 
knowledge–based system for the automated extraction and 
identification of urban / peri-urban features and additional land 
cover types of the natural scene (Figure 2). 
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Figure 2: General methodological framework for the 
extraction and identification of urban features (Mavrantza 

and Argialas, 2007). 
 
The knowledge-based framework consisted of the following 
methodological stages:  
 
1. Problem conceptualization and knowledge acquisition: At 
this stage, the identification of urban features and surrounding 
land cover classes was faced by covering aspects like (a) the 
determination of the type of acquired and created geo-data in 
order to assist to the derivation of the information of interest, 
(b) the categories of expected land cover to be identified, (c) the 
sources of information to be required for feature identification 
(e.g. photointerpretative (qualitative) knowledge). In addition, 
“decoding” of knowledge was performed based on the existing 
data types and context. Furthermore, low- and medium level 
image analysis was performed in order to obtain the required 
geo-data for being introduced to the knowledge-based 
identification system. Low-level image analysis techniques 
contained (a) Remote sensing analysis methods and (b) Edge 
detection algorithms. The implementation of optimal edge 
detection algorithms (e.g. the Canny algorithm, the EDISON 
algorithm, etc) as well as their qualitative / quantitative 
assessment, were performed for the creation of the “optimal 
edge maps”, which contained the highest amount of information 
of interest and at the same time shall keep the false-positive 
(redundant edges) at the minimum level. These output edge 
maps were further introduced into the knowledge-based system 
for being “transformed” into the final thematic (urban feature) 
map containing the identified features of interest. Finally, 
medium level image analysis contained multi-scale hierarchical 
segmentation (Baatz and Schäpe, 1999) was also performed in 
order to create object segments to be assigned into semantic 
land-cover classes in the knowledge-based system.  
 
2. Knowledge representation: At this stage, knowledge 
representation was performed using object-oriented image 
classification using fuzzy representation. The inherent land 
cover classes / subclasses were determined at each level of 
hierarchy according to the type and information content of 
geodata used. The determination of the proper class / sub-class 
attributes was based on the following intrinsic image properties: 
spectral, geometric, spatial relation and context. These 
attributes followed the “general-to-specific” inheritance 
principle. In addition, the class attributes were connected with 
AND / OR / MEAN logical operators according to each weight 

criterion for the further assignment of objects to the 
corresponding classes. The appropriate fuzzy classification 
model (proper Fuzzy Membership Functions (FMF) or Nearest 
Neighbor Classification (NNC)) for the assignment of objects 
into the defined classes was also determined. 
 
2.4 Remote Sensing Methodology 

During the stage of problem conceptualization and knowledge 
acquisition, Remote Sensing methods and techniques were 
applied for the derivation of useful spectral information 
concerning the land cover types inherent in the satellite images. 
These methods included RGB colour composition (Figure 1), 
PCA analysis, ISODATA unsupervised clustering (Figure 3), 
decorrelation stretching (Figure 4), as well as texture analysis 
(textural metrics by Haralick). Appropriate thematic maps 
derived from this stage were introduced into the knowledge-
based system for assisting the discrimination of land cover 
types and the urban features of interest.  
 
Indicatively, selected thematic maps derived from remote 
sensing techniques are presented in Figures 3 and 4. These 
thematic maps were used as input to the knowledge-based 
system for the identification and discrimination of the land 
cover classes portrayed in the IKONOS image by exploiting 
their spectral attributes.  
 
In Figure 3 the thematic map using ISODATA unsupervised 
clustering of the IKONOS image is presented. Urban features 
(e.g. roads, squares, parking lots) are illustrated with gray 
colour. Green areas are presented with hues of green. Buildings 
or building facilities are depicted with beige and lilac colour. 
The ISODATA classification map was introduced to the 
knowledge-based system in order to provide information about 
the spectral attributes and the spatial context of the land cover 
classes of the image. 
 

 

Figure 3: Thematic map using ISODATA unsupervised 
clustering of the IKONOS image.  

 
In Figure 4, the RGB-421 colour composite derived by 
decorrelation stretching of the IKONOS image bands is 
presented. Urban features (e.g. roads, squares, parking lots) are 
illustrated with bluish-green colour. 
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Figure 4: RGB-421 colour composite derived by 
decorrelation stretching of the IKONOS image bands.  

 
2.5 Optimal edge detection algorithms: Implementation  

On the band 4 of the IKONOS very high resolution image for 
the study area of Aghios Stefanos, Attica, the following edge 
detectors were selected, applied and assessed (Mavrantza and 
Argialas, 2007):  
 
(a) The Canny edge detection algorithm (Canny, 1986) 
(b) The Rothwell algorithm (Rothwell et.al., 1994) 
(c) The LOG-LIN algorithm (Iverson and Zucker, 1995) 
(d) The SUSAN operator (Smith and Brady, 1997) 
(e) The anisotropic diffusion algorithm of Black (Black, et.al., 
1998) 
(f) The Bezdek algorithm (Bezdek, et.al., 1998), and  
(g) The EDISON algorithm (Meer and Georgescu, 2001) 
 
For each algorithm, the combinations of input parameter sets 
were selected based on trial-and-error experiments and assessed 
(a) using the performance evaluation measures of Pratt and 
Rosenfeld (Abdou and Pratt, 1979, Kitchen and Rosenfeld, 
1981) (Table 1) and (b) by evaluating the optical 
correspondence to the ground map data for ensuring the 
“interpretability” of the output edge image.  
 

ALGORITHMS ROSENFELD METRICS  
IKONOS - band 4  

PRATT METRICS  
IKONOS - band 4  

CANNY 0,6697 0,5290 

ROTHWELL 0,6915 0,4811 

BLACK 0,6470 0,4530 

SUSAN 0,7536 0,5785 

IVERSON 0,6372 0,5984 

BEZDEK 0,7708 0,4989 

EDISON 0,6695 0,5340 

Table 1: Performance evaluation metrics (Rosenfeld and Pratt) 
for the band 4 of the IKONOS satellite image of the study area 

of Aghios Stefanos 

From the stage of the edge detection implementation, the output 
edge map of the EDISON algorithm was selected as the “best” 
because it fulfils the criteria of (a) good edge extraction (good 
edge localization, edge connectivity and edge response) and (b) 
sufficient interpretation ability of the semantic content 
(according to the qualitative (visual) and quantitative 
(measurement) criteria set). On the other hand, the output edge 
map of the application of the Bezdek algorithm was the 
optimum in terms of visual “interpretabity” and good 
appearance of semantic information (e.g. building boundaries), 
but needs further post-processing for achieving sufficient edge 
connectivity and coherence and edge thickness. These two 
output maps were inserted into the knowledge-based system in 
order to be segmented and classified for the production of the 
final urban feature thematic map (Mavrantza and Argialas, 
2007). 
 
Using the EDISON algorithm, the best output edge map was 
derived using the following combination of parameters: a) 
Gradient=4.00, b) Minimum length=7.00, (c)–(e) Non-maxima 
suppression: Type = line, Rank=0.5 and Confidence=0.5, (f)–
(h) Thigh Hysteresis: Type = line, Rank==0.95 and Confidence 
=0.98, and (i)-(k) Tlow Hysteresis: Type = line, Rank =0.99 and 
Confidence =0.96 (Figure 5 – left image). Using the Bezdek 
algorithm, the best output edge map was derived using the 
following input parameter values: Tau=2.00 and 
Binary_Threshold=60.00 (Figure 5 – right image) 
 

 

Figure 5: Left: The EDISON output edge map. Indicatively, an 
area with buildings is delineated with a red ellipse. Right: The 
Bezdek output edge map. The same area as in the left image is 

delineated with a red ellipse on the right image. 
 
2.6 Multi-scale hierarchical segmentation 

Multi-resolution hierarchical segmentation proposed by Baatz 
and Schäpe (1999) and object-oriented image analysis were 
performed in the environment of the eCognition object-oriented 
image analysis software by Definiens. During this procedure, 
the input data were segmented into raster primitive regions, 
which were next assigned into defined thematic land cover 
classes. The hierarchical segmentation of the input geo-data 
was performed using five (5) segmentation levels in pre-defined 
order, data membership factor and selected segmentation 
parameters, so that the physical boundaries of the object classes 
of upper and lower levels of segmentation hierarchy won’t be 
affected. In Table 2, detailed information is presented about the 
input geo-data into the knowledge-based system, their type, the 
segmentation parameters used as well as the performed 
segmentation order. 
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Table 2: Geo-data type, multi-scale segmentation parameters 
and performed segmentation order during the segmentation 

process. 
 
2.7 Knowledge-based identification system of urban 
features 

The knowledge-based identification of the urban and the non-
urban features was based on the construction of an object-
oriented knowledge base of the inherent land cover classes and 
the classification (assignment) of the primitive objects derived 
at the segmentation stage into these semantic classes. A 
theoretical approach preceded the object-oriented classification 
process concerning (a) the determination of the proper classes / 
sub-classes of every segmentation level of hierarchy, (b) the 
determination of the class attributes based on the spectral, 
spatial and contextual characteristics of these classes, (c) the 
determination of the proper fuzzy representation method (Fuzzy 
Membership Function values or NNC) and finally, (d) the 
proper classification order at each level of hierarchy which also 
determines the construction of the fuzzy classification rules. 
 
In Figure 6, the class hierarchy is presented, which was used for 
the object-oriented identification of the inherent land cover 
classes (urban and non-urban feature classes). 
 

 

Figure 6: The Class hierarchy used for the object-oriented 
identification of the inherent land cover classes (urban and 

non-urban feature classes). 
 
Due to paper length limitation, a fuzzy classification rule 
(combination of those attributes that determine a class / sub-
class) is indicatively presented in Figure 7, while in Figure 8 
the corresponding Fuzzy Membership Function of a selected 
attribute is presented. 
 

 

Figure 7: The attribute set of the definition of class building 
roof – Level 1 

 

Figure 8: Fuzzy Membership Function for the attribute Mean 
diff. To neighbors ag_stef_dsm_subdsmaoi1.img. 
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3. DISCUSSION AND CONCLUSIONS 

The presented methodological framework was used for the 
identification of urban features, as well as additional land cover 
types, contained in the geo-data used. One main aspect from the 
application of optimal edge detection algorithms was their good 
performance in terms of coherence, edge localization and high 
edge response, and therefore they generally provide useful tools 
towards automated urban / peri-urban mapping by yielding into 
“interpretable” edge maps. Furthermore, edge maps derived by 
optimal edge detection can generally be introduced into a 
knowledge-based system to provide final urban feature thematic 
maps of useful semantic information, while “isolating” the 
redundant information of non-interest (non-urban features). The 
output result of the proposed knowledge-based identification 
system is expected to be a final map that contains urban 
features of interest (such as building boundaries and road 
segments) and additional land-cover classes which consisted the 
natural scene of the study area (e.g. vegetated regions). 
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ABSTRACT: 
 
This paper provides a comprehensive analysis of the achievable point positioning accuracy for airborne LiDAR systems considering 
all the major potential error sources. Using the law of error propagation, rigorous analytical derivation of error formulas was 
performed to obtain a reliable assessment of the achievable point positioning accuracy. For practical use, based on the derived 
analytical formulas, accuracy figures and tables have been developed. In this paper select example figures illustrate the achievable 
point positioning accuracies of state-of-the-art LiDAR systems for various accuracies of the parameters that influence the LiDAR 
point positioning accuracy. The analytical derivation-based accuracy plots can also be used as a tool for choosing the right system or 
system configuration for a desired mapping accuracy, and to help the flight planning, i.e. selecting optimal flight parameters for a 
given system to achieve the desired point positioning accuracy. In addition, the developed error formulas can also facilitate the 
analysis of the effects of individual error sources on point positioning accuracy, although due to the size limitations of the paper this 
analysis is not included in this paper.  
 
 

                                                                 
* Corresponding author. 

1. INTRODUCTION 

LiDAR systems are complex, multi-sensor systems consisting of 
at least three sensors, the GPS and INS navigation sensors, and 
the laser scanner system. Consequently, proper system 
calibration, including individual sensor calibration, inter-sensor 
calibration, and time synchronization between system 
components is crucial in achieving the required mapping 
accuracy. Furthermore, besides errors in the calibration 
parameters, there are several other error sources that can 
degrade the accuracy of the derived ground coordinates, such as, 
for example, errors in the navigation solution (position and 
attitude errors), range measurement errors, etc. In addition, the 
effect of the various errors is influenced by the various flight 
parameters (flying height, flying speed, etc.), terrain 
characteristics, and system settings, and accordingly, the 
dependency of point positioning accuracy on the various error 
sources is very complex. As a consequence, the reliable 
accuracy assessment and performance validation of the derived 
mapping products is a very challenging task. 
 
Most publications, discussing the effects of different error 
sources on the point positioning accuracy of LiDAR systems 
typically focus on a single or a few error sources and do not 
discuss the combined effect of all error sources. Baltsavias 
(1999), for example, provides an overview of basic relations and 
error formulas concerning airborne laser scanning. Schenk 
(2001) provides a summary of the major error sources for 
airborne laser scanners and error formulas focusing on the effect 
of some systematic errors on point positioning. A number of 
papers empirically evaluates the achieved accuracy of specific 

mapping projects, normally using ground control as reference 
(Latypov, 2002; Hodgson and Bresnahan, 2004; Hodgson et. al., 
2005; Peng and Shih, 2006). LiDAR vendors provide 
specifications on the approximate accuracy that can be expected 
from their systems. These values, however, are mostly valid 
under specific circumstances (for specific flying height, GPS 
baseline, etc.), and only consider a few error sources, and 
consequently are frequently either too optimistic or too 
pessimistic. Furthermore, some of the vendors do not clearly 
state what error sources are considered when they provide the 
accuracy specifications, which makes it difficult and, in some 
cases, nearly impossible to compare the achievable accuracies 
of different systems from different vendors. For example, some 
LiDAR vendors specify the achievable point accuracy 
considering the GPS errors, while others do not include this 
error in their accuracy specifications. In conclusion, no 
generally accepted, comprehensive and reliable accuracy 
assessment tool exists to help with flight or project planning in 
order to achieve the desired accuracy of the final product of 
LiDAR systems.  
 
This paper is intended to fill the void by providing a 
comprehensive accuracy assessment tool for airborne LiDAR 
systems that considers all the major potential error sources, and 
consequently a reliable assessment of the achievable point 
positioning accuracy can be obtained. The first section of the 
paper provides an overview of the analytical derivation of the 
error formulas. In the second section, example plots of the 
achievable point positioning accuracies of different systems for 
various accuracies of the parameters that influence the point 
positioning accuracy are shown and analyzed.  
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2. RIGOROUS ERROR PROPAGATION 

To reliably determine the achievable point positioning accuracy 
of airborne LiDAR systems, all the major potential error 
sources that influence the point positioning accuracy have to be 
considered in the analytical derivations. The random errors 
listed in Table 1 were considered during the analytical 
derivations.  The 2nd column of Table 1 also shows the symbols 
for the respective standard deviation values as used in this 
paper; the laser beam divergence (γ) itself is obviously not an 
error term, however, its effect, the finite footprint size 
represents an additional random error source.  
 

Error source Used symbol 
Navigation solution errors  

Position errors σX, σY, σZ  

Attitude angle errors σω, σφ, σκ 
Errors in the determined boresight 
misalignment angles σωb, σφb, σκb  

Range measurement error σr 

Scan angle error σβ 

Laser beam divergence γ 
Table 1. Considered error sources 

 
The error formulas for point positioning accuracy were derived 
based on the LiDAR equation (Eq.1.) via rigorous error 
propagation, see also Figure 1.  
 

)(, INSL
INS
L

M
INSINSMM brRRrr +⋅+=  (1) 

where 

Mr  ― 3D coordinates of object point in the 
mapping frame 

INSMr ,  ― 
Time dependent 3D INS coordinates in the 
mapping frame, provided by GPS/INS 
(refers to the origin of the INS body frame) 

M
INSR  ― 

Time dependent rotation matrix between the 
INS body and mapping frame, measured by 
INS 

INS
LR  ― Boresight matrix between the laser frame 

and INS body frame  

Lr  ― 3D object coordinates in laser frame 

INSb  ― Boresight offset vector 
 
Using the law of error propagation based on the covariance 
matrix of the error sources listed in Table 1, the covariance 
matrix of the 3D LiDAR positions was derived as described in 
Eq. 2. 
 
All analytical derivations were implemented in MATLAB 
environment; due to size limitations of this paper, the derived 
formulas are not shown here. The effect of laser beam 
divergence was considered separately from the error 
propagation (but later combined) since the horizontal error due 
to the footprint size can be characterized by uniform distribution 
instead of the normal distribution. Furthermore, the boresight 
offset component was assumed to be error free since its effect is 
negligible, as compared to the effects of other errors.  

 
Figure 1. LiDAR system components and definitions. 

 
T

LiDAR ACAC =  (2) 

  where   

CLiDAR 
[3x3] 

― Covariance matrix of the LiDAR 
point coordinates 

C 
[11x11] 

― 

Covariance matrix of the INS 
position, INS attitude angles, 
boresight angles, measured range, 
and the scan angle 

A 
[3x11] 

― 

Jacobean matrix containing the 
partial derivatives of X,Y, Z LiDAR 
coordinates with respect to the 
different random variables in the 
LiDAR equation 

 
The following assumptions were made during the analytical 
derivations: Flat terrain was assumed, sloped terrain will cause 
additional errors in the vertical coordinates as compared to the 
error propagation results; however, this effect can easily be 
considered and accounted for separately. The error formulas 
were developed considering that the scanning is performed in a 
vertical plane perpendicular to the flight direction. The range 
measurement accuracy is assumed to be independent of the 
flying height and scan angle, which for earlier systems was not 
exactly the case, since longer range due to higher flying height 
and larger scan angle meant weaker signal response, and 
consequently less accurate range measurement. However, 
according to LiDAR vendors, for the state-of-the-art systems, 
the range measurement accuracy does not noticeably degrade 
for longer ranges. During the derivations the various errors 
mentioned above were considered to be uncorrelated with each 
other, however, any correlation between variables could easily 
be considered by changing the covariance matrix to non-
diagonal.  

 
Using the derived error formulas, based on the accuracy of the 
parameters listed in Table 1, the achievable point positioning 
accuracy can be computed for any given LiDAR system 
operated at different flying heights, etc.  
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3. EXAMPLES OF ACHIAVABLE LIDAR POINT 
POSITIONING ACCURACY 

In the following examples, select accuracy plots are shown. The 
figures were generated using typical accuracy values for the 
various error sources that represent the state-of-the-art LiDAR 
systems. For the flight parameters, such as flying height, and the 
maximum scan angle values – or in some figures value ranges – 
that are frequently used in LiDAR mapping, were considered.  
 
The accuracy of the navigation parameters, the position and 
attitude angle accuracies used in these examples are chosen 
based on the post-processed accuracy specifications of the 
Applanix POS/AVTM systems. Since the examples are intended 
to illustrate the performance that can be expected from state-of-
the-art systems, only the accuracies provided by the high-end 
systems, such as POS/AVTM 410-610, (www.applanix.com) 
were considered for the examples. Consequently, for the 
generation of the following accuracy plots, the accuracy ranges 
listed in Table 2 were used. For the accuracy of the boresight 
misalignment angles, typical achievable standard deviations of 
the calibrated boresight misalignment angles were considered 
(Burman, 2001; Skaloud and Lichti, 2006). Table 2 contains the 
values that were used in the generated examples. The range 
measurement was assumed to have a 1 cm standard deviation 
(1σ), this value is based on the system specifications of state-of-
the-art LiDAR systems. It should be emphasized that our 
example plots assume hard surfaces; the ranging accuracy used 
in our computations is obviously not valid in vegetated areas. 
The accuracy of scan angle measurement is typically not 
addressed in the literature or in the system specifications 
provided by LiDAR vendors. In the examples below, a 
quantization error with 0.0007º standard deviation (1σ) was 
assumed, which was mentioned as a valid value for the Riegel 
LMQ-280 system in (Campbell, et. al, 2003). The laser beam 
divergence (γ) of 0.3 mrad was considered based on LiDAR 
system specifications of modern LiDAR systems.   
 

Parameter Value (1σ) 
σX, σY 5-15 cm, 

σZ 7.5-22.5 cm (1.5*σX , σX=σY)) 
σω, σφ 10”-30” 

σκ 20”-60”  (2*σω, σω=σφ) 
σωb, σφb 10” 

σκb 30” 

σr 1 cm 
σβ 0.0007º 
Table 2. Standard deviation values of parameters assumed for 

the illustrated examples 
 

For the sake of simplicity, the plots below illustrate the accuracy 
of the LiDAR point coordinates in a local right-handed 
coordinate system that has its X-axis aligned in the flight 
direction, Y-axis points to the scan direction, and Z up.  
Furthermore, for the generation of these plots all three aircraft 
attitude angles (roll, pitch, and heading) were assumed to be 
zero for the same reason, but any other value could be used in 
the derived accuracy formulas. In all plots shown in the paper 
the vertical (Z) accuracy is shown in red, the accuracy in the 
scan direction (Y) is marked with green color, and in the flying 
direction (X) it is shown in blue. 
 

3.1 The Effect of Attitude Angle Errors 

Figure 2 and 3 illustrate the effect of attitude angle errors on the 
achievable point positioning accuracy as a function of scan 
angle for 600 m and 1500m flying height, respectively. To 
better show the effects of the attitude angle errors, in these 
figures all other variables are considered to be error free. The 
‘Sigma omega phi’-axis of these figures show the σω, σφ 
values, the σκ value was taken according to the ratio shown in 
Table 2.  As the figures show, the attitude angle errors have 
stronger effect on the horizontal positions than on the vertical 
one, and errors in all three coordinate directions increase for 
higher flying heights. Furthermore, the effect of attitude angle 
errors on the coordinate accuracy in the scan direction does not 
change with the scan angle, while the accuracy in both the 
flying direction and the vertical coordinate direction degrades 
with increasing scan angles (towards the sides of the LiDAR 
strips).  This increasing effect of attitude angle errors in the 
flying direction is caused by the κ angle error that has 
increasing effect for larger scan angles, while the accuracy 
degradation of the vertical coordinates towards the sides of the 
strip is due to the ω attitude angle error that also has increasing 
effect with larger scan angles. 

 
Figure 2. Effect of attitude angle errors on point positioning as a 

function of scan angle for H=600 m. 

 
Figure 3. Effect of attitude angle errors on point positioning as a 

function of scan angle for H=1500 m. 
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3.2 The Effect of All Navigation Errors  

To illustrate the effect of the accuracy of all the navigation 
parameters, Figure 4 and 5 illustrate the achievable point 
positioning accuracy as a function of the accuracy of the aircraft 
position and attitude angles for 600 m and 1500m flying height, 
respectively. To better show the effects of navigation errors, in 
these figures all other variables are considered to be error free. 
The figures illustrate the point positioning accuracies at 10º scan 
angle, and in order to also show the effect of aircraft position 
and the attitude errors separately from each other; the point 
positioning accuracies were computed starting at zero 
navigation errors, but the realistic values are in the ranges 
shown in Table 2. As Figure 4 illustrates, for lower flying 
heights, the accuracy of the aircraft position has a relatively 
larger effect on the point positioning accuracy as compared to 
the angular errors (in particular, on the vertical coordinates). 
Note that the higher positioning errors in the vertical 
coordinates for larger aircraft position errors in this figure are 
caused by the 1.5 ratio of σZ/σX,Y (which is rather realistic) 
used in the computation. This might be a bit surprising, since 
LiDAR vertical accuracy is known to be better than the 
horizontal one, which, as the other figures show, is normally 
true due to the other errors that affect the horizontal position 
more (especially the beam divergence and attitude errors). As 
Figure 5 shows, as the flying height increases, the attitude angle 
errors have increasing effect on the point positioning accuracy, 
while the effect of aircraft position errors do not increase.  

 
Figure 4. Effect of navigation errors on point positioning for 

H=600 m at 10º scan angle. 

 
Figure 5. Effect of navigation errors on point  
positioning for H=1500 m at 10º scan angle. 

3.3 All Error Sources Considered 

Figure 6 and 7 illustrate the point positioning accuracies for the 
same cases as Figure 4 and 5, but in these figures all other error 
sources with accuracies listed in Table 2 were also considered. 
The zero aircraft position error and zero attitude error (which is 
obviously not a realistic case) is only intended to show the 
effect purely of all other error sources excluding the navigation 
errors. As these plots show, these other error sources have 
stronger effect on the horizontal position than on the vertical, 
and especially for higher flying height, the vertical LiDAR point 
accuracy is indeed better as compared to the horizontal accuracy 
(except for some unrealistic cases when the accuracy of the 
aircraft position is much worse than that of the attitude angles). 

 
Figure 6. Standard deviation of point positioning for H=600m 
at 10º scan angle as a function of navigation errors, all errors 

considered. 

 
Figure 7. Standard deviation of point positioning for 

H=1500m at 10º scan angle as a function of navigation errors, 
all errors considered. 

 
3.4 Flying Height and Scan Angle Dependency  

Finally, Figure 8 illustrates the point positioning accuracies 
achievable as a function of flying height and scan angle.  This 
plot is intended to show the case of a state-of-the-art LiDAR 
system including a highly accurate navigation solution. For this 
figure the following standard deviations were considered: 
σX=σY.=5cm, σZ=7.5cm, σω=σφ=15”, σκ=30”, the accuracy 
of the other parameters were assumed as shown in Table 2. As 
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the figure illustrates, as the flying height increases, the accuracy 
of the vertical coordinates do not significantly decrease 
(especially for smaller scan angles), while the horizontal point 
positioning accuracy does. Towards the LiDAR strip edges 
(with higher scan angles) all three coordinates show degrading 
accuracy; in the scan direction this degradation is small, while 
in the flying direction and vertical direction the errors increase 
more. The higher degradation in accuracy in the flying direction 
as compared to the scan direction – that is noticeable in the 
figure – can be explained by the fact that errors in the heading 
and in the κ boresight angle affect the accuracy in the flying 
direction, and this effect significantly increases with higher scan 
angles. 

 
 
Figure 8. Standard deviation of point positioning as a function 

of flying height and scan angle, all errors considered. 
 
 

4. CONCLUSIONS 

This paper presented a comprehensive analysis of the achievable 
point positioning accuracy of airborne LiDAR systems using 
rigorous analytical derivations via error propagation. LiDAR 
systems in reality are rather complicated and consequently not 
all potential error sources could be accounted for in this 
analysis. However, as all the major error sources were 
considered, therefore, we believe that for well-calibrated 
LiDAR systems the derived formulas provide a rather realistic 
and reliable accuracy assessment when the accuracies of the 
considered parameters that influence the point positioning 
accuracy are reasonably well known.  

 
Using the derived error formulas, based on the accuracy of the 
navigation solution, the boresight misalignment angles, the 
ranging and scan angle accuracy, and laser beam divergence, the 
achievable point positioning accuracy can be computed for any 
given LiDAR system, operated at different flying heights, etc. 
The accuracy plots that were derived based on the analytical 
derivations can be used as a tool for choosing the right system 
for given application requirements, and to help with flight 
planning to decide on the optimal flying height, and maximum 
scan angle to achieve the desired point positioning accuracy. 
Due to the length limitations of this paper, the effects of 
individual error sources on point positioning accuracy were not 
analyzed here, but the developed error formulas also facilitate 
that type of analysis. 
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ABSTRACT: 
 
The objective of this paper is to provide an update on a program to create a single uniform DEM (Digital Elevation Model) for 
Western Europe and for the USA over the next two years.  This program is referred to as NEXTMap® and utilizes airborne InSAR 
(Interferometric Synthetic Aperture Radar) technology.  In this paper the technology and the platforms with which this program is to 
be accomplished will be summarized. Some details on the operational implementation and current status will be provided. Moreover 
it will be placed it in context with other programs such as the SRTM, the planned Tandem-X mission and with other technologies 
such as airborne lidar. 
 
 

1. INTRODUCTION 

The use of DEMs is widely spread and growing, not only in the 
traditional mapping world but increasingly in support of new 
applications that are driven by consumer interests.  In this new 
environment, not only do required levels of detail and implicit 
accuracy vary according to application, but price and current 
availability are major considerations for the user, many of 
whom come from outside the geomatics industry.  An 
additional consideration is that some applications, in order to be 
effective,  transcend local political boundaries and require 
uniform data-sets across regional, national and even continental 
scales.  Meanwhile the advances of enabling technologies such 
as GPS, communications bandwidth, storage capacity and 
processing power have been instrumental in the growth of both 
numbers and capability of systems for DEM creation including 
both passive and active systems.  Among the active systems, 
both lidar and InSAR (Interferometric SAR) have become 
major sources of three-dimensional information. 
 
At the high performance end of the performance scale, modern 
lidars with point densities of several points per msq can achieve 
DEM accuracies  better than 30 cm RMSE routinely, with 2-3 
times better accuracy given sufficient effort.  Typically prices 
range upwards from US$100/kmsq for lidar-generated DEMs 
and the project areas are often local (some exceptions exist in 
both the USA and Europe).  At the other end of the 
performance/cost/availability scale, the SRTM DEM with 
coverage over approximately +/- 60 degrees latitude on a 3” 
grid (about 90 meters at the equator) and vertical accuracy 
generally in the 4 -12 m RMSE range is almost universally 
available at very little cost.   
 
The subject of this paper is Intermap’s NEXTMap program in 
which airborne InSAR is used to create DEM (and image) 
products with vertical accuracy of 1 meter, sample spacing’s of 
5 meters, and national-scale coverage in Western Europe and 
the USA (excluding Alaska) by 2009.  In the following sections 
we will provide a brief background with respect to the InSAR 
technology, and summarize the specifications and validation of 
the various DEM and image products.  This will be followed by 

a discussion of the NEXTMap concept with an update of the 
current implementation status and a description of the current 
capacity of the acquisition and processing elements required to 
achieve the NEXTMap goals and schedule.  Examples of the 
DSM products will be provided in the context of  some of the 
new application opportunities that are developing.  Finally the 
competitive environment relative to alternative technologies 
will be addressed, followed by a summary and conclusions.  
 

2. BACKGROUND 

2.1 InSAR Summary 

The interferometric process has been widely discussed in the 
literature, (e.g. Zebkor and Villsenor (1992), Bamler and Hartl 
(1998), Rodriguez and Martin (1992)).  The geometry relevant 
to height extraction, ‘h’, is illustrated in Figure 1.  If the two 
antennas, separated by baseline ‘B’, receive the back-scattered 
signal from the same ground pixel, there will be a path-
difference ‘δ’ between the two received wave-fronts.  The 
baseline angle ‘θb’ is obtainable from the aircraft inertial 
system,  the aircraft height is known from differential GPS and 
the distance from antenna to pixel is the radar slant range.  Then 
it is simple trigonometry to compute the target height ‘h’ in 
terms of these quantities as shown in equations 1-3. 

 
Figure 1. Schematic of Airborne IFSAR Geometry. 
 

In: Stilla U et al (Eds) PIA07. International Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences, 36 (3/W49B)
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

113

mailto:bmercer@intermap.com


 

 sin(θf - θb) = δ/B  (1) 
 δ/λ = φ/(2∗π) + n  (2) 
 h = Η − rs cos (θf)  (3) 
 
The path-difference ‘δ’ is measured indirectly from the phase 
difference ‘φ’ between the received wave fronts (eqn. 2). 
Because the phase difference ‘φ’ can only be measured between 
0 and 2π (modulo 2π), there is an absolute phase ambiguity (‘n’ 
wavelengths) which is normally resolved with the aid of 
relatively coarse ground control. A “phase unwrapping” 
technique completes the solution.  Thus the extraction of 
elevation is performed on the “unwrapped” phase.  Often the 
IFSAR is operated in a so-called ping-pong mode which 
effectively doubles the value of the geometric baseline B.   
These equations become the basis for sensitivity and error 
analysis (e.g. Rodriguez and Martin (1996).  For ‘single-pass’ 
InSAR airborne systems as described in this work, the signals 
are received almost simultaneously so that errors induced by 
temporal-decorrelation are not a factor as is the case for satellite 
systems such as ERS and Radarsat which operate in a ‘repeat-
pass ‘mode.   Provided the baseline length, position (from 
DGPS) and attitude (from coupled GPS/inertial) are adequately 
controlled and/or measured,  the dominant noise-like error 
source arising out of these sensitivity equations is ‘phase noise 
σφ’ so that the signal-to-noise ratio, which is a function of 
flying height among other system-related factors, becomes a 
means of (partly) controlling height error specifications. That is, 
other parameters being fixed, the height noise will increase as a 
function of flying height.  For example, DEMs created from the 
STAR-3i system (Table 1), when operated at about 9km 
altitude, has a height-noise level of about 0.5 m (1 sigma, 5 m 
sample spacing)  at the far edge of the swath.  Systematic 
errors, with reference to STAR-3i DEMs, are usually slowly-
varying and arise from a variety of sources but are limited 
through calibration, operational and processing procedures  
 
The schematic idealization of Figure 1 is replaced of course by 
many factors in the practical implementation of InSAR.  For 
example a complex image containing phase and magnitude 
information is created from the signal received at each antenna.  
Subsequent operations on the complex images allow three 
ortho-rectified products to be derived: DEM, Magnitude and 
Correlation.  The DEM, as noted earlier, is usually referred to 
as a DSM in recognition that the received signal relates to the 
scattering surface which may be the terrain or could be an 
object upon the terrain, natural or otherwise. The magnitude is 
often referred to simply as an ORI (Ortho-Rectified Image).   In 
relatively open urban or forest situations, it is possible to create 
a DTM (Digital Terrain Model) from the DSM (Wang, et. al. 
(2001)) and this has been offered in past as a Core Product 
along with the DSM and ORI (see Table 2 below).  More recent 
alternatives to this process are beyond the scope of this paper. 
 
 
2.2 Current Intermap Airborne InSAR Systems 

Intermap has developed and currently operates five airborne 
InSAR systems (Table 1).  The first of these systems STAR-
3i®, has been operated by Intermap since 1996.    STAR-3i, is 
an X-band, HH polarization InSAR flown on a Learjet 36 
(Tennant and Coyne, 1999).  In the last few years, Intermap has 
replaced all of the software and most of the hardware in order to 
improve product quality and efficiency of operation.  In 
particular this has led to higher resolution images, and better 
vertical accuracy of the DEMs (Table 2).  Equally important, 

software automation has led to improvements in processing 
throughput.  The net result of the modifications is higher quality 
data sets moving toward decreasing costs and wider 
availability.  The second system, named TopoSAR® (formerly 
called AeS-1 [Schwäbisch and Moreira, 1999]), and is flown on 
an Aerocommander turbo-prop platform. In addition to X-Band, 
HH single-pass IFSAR, it supports repeat-pass, fully polarized 
P-Band InSAR and is currently being used mainly as a research 
platform.     

In order to increase production capacity, a new InSAR system 
architecture has been  created, incorporating elements of STAR-
3i and TopoSAR design.  The third InSAR system, created in 
2004, is named STAR-4, is based completely on the new 
architecture and is flown in a King Air prop-jet.  Two additional 
systems based on this architecture have subsequently been 
developed by Intermap in 2006.  At the time of this preparation, 
STAR-5, which is also flown on a King Air platform has been 
operational for 7 months, while STAR-6, integrated into 
another Lear Jet, has been operational for about 3 months.  
Current specifications of the four STAR systems used in the 
NEXTMap program are summarized in Table 1 and the 
platforms shown in Figure 2.  In principle the acquisition rate 
for a single system could reach about 7,000 km2/hr for the Lear 
Jets.  In practise, however, the effective acquisition rate is 
considerably reduced by turning times at end-of-line, side lap 
(terrain-dependent) and the requirement for partial re-flights 
due to factors which would otherwise drive the data outside 
specification. 

System / 
Parameter 

STAR-
3i STAR-4 STAR-5 STAR-6 

Operational 
year (Initial) 

2002 
(1996) 2004 2007 2007 

Platform Lear 36 
King Air  

200T 
King Air 

200T 
Lear 36 

Typical Speed  
(km/hr) 720 430 430 720 

Wavelength / 
Polarization 

3 cm / 
HH 

3 cm / 
HH 

3 cm / 
HH 

3 cm / 
HH 

Peak Transmit 
Power (kW) 8  8  8  8  

Bandwidth  
(MHz) 135  135 / 

270  
135 / 
270  

135 / 
270  

Baseline 
Length  (m) 0.92  1.02  1.02  1.04  

Polarization HH HH HH HH 

Look Direction Left or 
Right 

Left or 
Right 

Left or 
Right 

Left or 
Right 

Platform 
Altitude (km) 6 – 12  4 – 8.5  6 – 12  4 – 8.5  

Swath Width  
(km) 8 – 15  6 – 11  8 – 15  6 – 11 

Table 1: Selected System Parameters of  Intermap’s Airborne 
InSAR Systems (STAR Series only)  
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Figure 2. Clockwise from upper left: STAR-3i, STAR-4, 
STAR-6 and STAR-5. 
 

2.3 Product Specifications 

The core products available from Intermap’s online store 
include an Ortho-rectified Radar Image (ORI) a Digital Surface 
Model (DSM) and the bare earth Digital Terrain Model (DTM).  
X-band images are at 1.25-m resolution with similar horizontal 
accuracy. DSM and DTM are posted at 5m spacing.  The 
elevation products are available in three standard vertical 
accuracy specifications as illustrated in Table 2 below.  It is 
worth noting that all four of the STAR family of sensors are 
able to achieve these product specifications despite the nuance 
of individual system design or platform specifics.  Apart from 
these CORE specifications, other accuracies and image/DEM 
resolution can be supported to meet specific requirements. 
Optical/radar merged products are now also becoming 
available.  Varying flying altitudes and operating modes, 
enables different accuracy specifications to be achieved which 
may be reflected in cost.   
 
Product DSM DTM

Type RMSE Spacing RMSE Spacing
I 0.5 5 0.5 5
II 1 5 1 5
III 3 10 - -  

Table 2:  Intermap Core Product specifications for InSAR 
DSMs and DTMs.  All units are meters. RMSE refers to vertical 
accuracy and is with respect to terrain that is moderately sloped, 
bare (DSM) and unobstructed. DTM specifications apply to 
areas for which the forest or other above ground cover is 
‘patchy’ to a maximum scale of about 100 meters. Details of 
these specifications may be found at 
www.intermaptechnologies.com.   
 

2.4 Operational Flow 

The operational flow consists of four major stages:  (1) 
planning and acquisition, (2) interferometric processing, (3) 
editing and finishing, and (4) IQC (Independent Quality 
Control) after which the data are delivered to the data base 
repository (the ‘i-Store’).  The operational concept has evolved 
to accommodate the requirements imposed by the current 
NEXTMap®  goals as well as custom projects.  The  
NEXTMap®  Europe and USA objectives alone require the data 
acquisition for an area incorporating more than 10 million km2 
by the end of 2008.  All aspects of production are managed with 
rigorous QC checks throughout and within the framework of the 
companies’ ISO9000 certification. 
 

2.4.1 Planning and Acquisition:  Typically blocks of 200 km 
x 200 km are planned.  Within these blocks, parallel flight lines 
are planned according to terrain to ensure that there will be no 
gaps between swaths.  Three tie lines per block are flown, 
orthogonal to the main data passes in order to assist in the 
removal of systematic errors during the processing stage.  Radar 
reflectors are pre-sited at the ends of the tie lines and surveyed 
in precisely.  These ultimately fix the DEM and ORI to the 
reference ellipsoid.  In order to achieve the Type II DSM 
vertical accuracy specification, GPS baselines are kept within 
about 75km.  Formerly this meant deploying ground crews to 
operate GPS ground stations in the acquisition area:  however 
the densification of CORS networks in the USA and similar 
GPS networks in Europe, is easing this requirement.   
Moreover, a recent improvement in process and software has 
enabled longer line lengths, to 1200 km, to be flown by the Lear 
Jets, thereby reducing the fraction of lost time due to aircraft 
turns at the end of lines.  Navigation and certain other data are 
processed and analysed after each mission in order to determine 
whether the quality limits have been satisfied for the particular 
data type specified.  Data which do not satisfy the quality 
criteria must be re-acquired, normally before the aircraft has 
departed from the area. 
 
2.4.2 Interferometric Processing:   Because of the multiple 
platforms, high data volumes, differing product specifications, 
varying schedule priorities, and the demand for high 
throughput, the processing task is very complex. This part of 
the process, now performed in a single processing centre, has 
been automated to a considerable extent with internally 
developed software and procedures. The system is PC-based 
(64-bit blade processors).  In particular, the processing 
architecture has been developed to be scalable in order to 
accommodate the increasing data volume as acquisition 
efficiency and platform numbers have increased. The process 
ingests the raw signal data (‘phase history’), ancillary data and 
navigation data, performs the interferometric processing to 
ultimately create strips of image and elevation data.  Systematic 
errors are reduced through an internally-developed adjustment 
process using the controlled orthogonal tie lines that run across 
the data block. Output products in the form of 7.5’x7.5’ tiles are 
created for subsequent refinement. 
 
2.4.3 Editing and Finishing:  An independent system referred 
to as IES (Intermap Editing System) has been developed, 
incorporating a set of editing tools within a stereo-viewing 
environment.  The input data tiles (images and DSMs) are 
ortho-rectified so false stereo is created to enable the image to 
be viewed and manipulated in stereo.  The human editor uses 
the tool set to address hydrological features (e.g.  flatten water 
bodies, ensure rivers run down hill), edit transportation features 
(roads, railways, airports, etc) and to edit radar artefacts.  A set 
of editing rules determines a consistent application of the IES 
tools across different geography and across different editors.  
Editing is the most human intensive component of the 
operational activity and incorporates many quality control steps 
within the process.  At the end of the process, 15 km x 15km 
tiles of DSM, DTM and ORI are available for IQC. 
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2.4.4 IQC (Independent Quality Control):  A group separate 
from the production team reviews the IES output tiles for 
editing completeness and accuracy.  The accuracy checks are 
usually with respect to publicly-available GCP data such as the 
NGS (National Geodetic Survey) network in the USA.  Tiles 
that are not judged complete at the 95% level, or whose 
accuracy checks are outside specification are returned to the 
production side for re-processing as required.  A summary 
accuracy report for the state of California is noted in the caption 
to Figure 3.  The (normally) successful tiles are forwarded to 
the i-Store at this stage for entry into the data-base. Subsequent 
to this stage the data are available to the public under license.  
A global interface tool allows regions of interest to be displayed 
for availability and detail including thumbnail presentations. 

 
3. NATIONAL MAPPING PROGRAMS: NEXTMAP  

 
NEXTMap is the term used by Intermap to describe its InSAR-
based national and regional mapping programs.  Specifically 
the concept is to make DSM, DTM and ORI products generally 
available in a seamless fashion over national and trans-national 
regions where multiple applications and markets may benefit.  
By retaining ownership and licensing the data to multiple users, 
the cost is shared, making it feasible for public and private 
organizations to have access to these data sets or to parts of 
them.  The Type II specification for the DSM creates a level of 
detail (1m RMSE vertical accuracy, 5 meter samples) 
intermediate between lidar or photogrammetrically-produced 
products on the one hand, and SRTM or SPOT5 products on the 
other (Table 3).  The associated ORI carries a  resolution of 
1.25 m and horizontal accuracy less than 2m RMSE.   
 
NEXTMap Britain was implemented in 2002/2003 (England 
and Wales) and subsequently extended to include Scotland (for 
a description, see Mercer, 2004).  On the basis of the success of 
that project, as well as lessons learned, the decision was made 
to proceed with a NEXTMapUSA project with the goal of 2008 
completion.  As of April, 2007 about 1/3rd of the 8 million km2 
had been acquired and over ¼ of these data  had been 
interferometrically processed.  This rate is rapidly accelerating 
because of the introduction into operations of STAR-6 since 
then. An example is shown in Figure 3 of the DSM of the State 
of California. 

 
Figure 3:  NEXTMAP USA Example - California DSM  
Validated vertical accuracy (1430 check points) 0.76 m RMSE 
 
3.1 NEXTMap Europe: Status 

Twelve countries in western Europe are currently scheduled in 
the NEXTMap Europe program (Figure 4) and this list  will 

likely be expanded.  The data acquisition phase for Germany 
was completed in a 3-month period of 2006 and the completed 
products should become available in September 2007.  
Forecasts for product availability of the remaining countries is 
shown in Figure 4.   Two factors will likely impact these 
forecasts: (1) the time it takes to obtain overflight permits vary 
from country to country, and (2) priorities are subject to market 
forces.   
 

 
Figure 4:  Forecast dates (current, May 2007) for product 
availability of NEXTMapEurope areas. The various colours 
starting with light green (September 2007) and ending with 
yellow (December 2008) show the forecast dates that the data 
products will be available. Dark green ‘thumbnails’ are 
currently in the data base. This forecast may change subject to 
operational and other priorities. 
 

4. EXAMPLES 

 
In this section we show examples from two potential market 
areas which should benefit from the availability of NEXTMap 
coverage.  In Figure 5 a flood risk application is exemplified, 
while in Figure 6 a visualization example is presented.  In both 
cases the DSM is draped by a high resolution colour air photo.  
Because of the presence of the 1.25 m ORI it is possible to 
easily ortho-rectify the air photos using rational functions 
procedures (or similar), making the co-registration of air-photo 
to DSM relatively simple.  The flood risk application involves 
3rd-party models for which the DSM product is an important 
input component.  The visualization example relates to many 
applications and markets ranging from recreation to automotive 
safety.  In this instance it is a scene extracted from a fly-through 
(Eye-Tour).   
 

 
Figure 5:  Example from NEXTMap Britain flood risk 
application 
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Figure 6:  Example from NEXTMap USA - California scene 
extracted from a fly-through near San Francisco 
 
 

5. THE COMPETITIVE ENVIRONMENT 

From a commercial perspective, any technology must evaluate 
its position in the competitive environment with respect to 
alternative choices:  in short, what does it offer in terms of 
familiar factors such as price, product specifications, and 
availability?  In particular it is of interest to review the 
advantages and limitations of DEMs created by space borne 
sources as well as airborne lidar relative to the NEXTMap 
products described in this paper and relative to markets such as 
those alluded to in this paper.  A brief summary is provided in 
Table 3. The brown colour suggests areas of comparative 
disadvantage, at least in the market areas suggested here. 
Intermap currently does not publish a price list.  However, 
based upon previous published information, it could be within 
the $3-$30/km2 regime depending on the factors of quantity, 
license type and other factors.  If this assumption is correct, it 
appears that it will be complementary rather than competitive 
with lidar, based upon availability and price.  Similarly it 
appears to be complementary to SRTM based upon the 
difference in detail provided.  The Tandem-X space borne 
InSAR system will create products of comparable detail to 
NEXTMap if it performs according to specification.  However 
its launch is not scheduled until 2009 and the product is not 
expected to be available until the 2012-2013 time frame.  
Therefore it appears that in the context of market, product 
specification, availability and price the NEXTMap products 
occupy an attractive niche in the competitive environment. 
 

DEM Sample Vertical 
Sources Spacing Accuracy Availability Coverage Price

(m) (m) @90%
SRTM 90 16 abs Now Global (almost) 'Free'

30 (USA) 10  rel (5.8(1) )
SPOT 5 30 10 @  abs Now Global (almost) $ 4/kmsq(2)

Tandem-X 10 10  abs 2012 Global Commercial 
2  rel -2013 TBD

NEXTMap 5 1.65  abs 2008 USA, W.Europe Competitive(3)

1  rel -2009 (see text)
Lidar 1 to 3 0.3(4) abs Now Local $150 - 600/kmsq(4)

Indicates suitability problems for the markets or applications under consideration
(1) Dean Gesch: comparison with NGS benchmarks in USA
(2) List  price SPOT USA
(3) Dependant on size, license type, etc
(4) Nominal - project, location and vendor dependant

 
Table 3: Comparison of different DEM sources with respect to 
detail, availability, coverage and price. Note that the vertical 
accuracy is quoted with respect to the 90% confidence level 
rather than RMSE in this table. 

 
 

6. SUMMARY AND CONCLUSIONS 

The NEXTMap program, based upon airborne InSAR, is in the 
process of creating a 3-dimensional, homogeneous, seamless 
database including DSM, DTM and ORI products, for twelve 
countries of western Europe (in addition to Britain which is 
already available) and for the USA (excluding Alaska).  The 
DSM is specified at 1 m RMSE vertical accuracy for 5 m 
sample spacing, while the ORI is specified at 1.25m resolution 
with better than 2 m RMSE horizontal accuracy.  For many 
applications the combination of detail provided, national and 
super-national availability and shared pricing through license 
arrangements, should produce an attractive user opportunity. 
The creation of the datasets for both areas is well underway and 
scheduled for completion, in the case of Western Europe, for 
late 2008 and about 1 year later for the USA.  With respect to 
many market applications such as visualization, flood risk, and 
auto safety these products should occupy a solid niche, relative 
to alternative technologies. 
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ABSTRACT: 
 
Automatic road detection from high resolution satellite images has been an active research topic in the past decades. Different 
solutions are proposed to detect road object such as: fusion-based, fuzzy-based, mathematical morphology, model-based approach, 
dynamic programming and multi-scale grouping. In this paper, a new fuzzy segmentation method is proposed which is optimized by 
particle swarm optimization (PSO). The proposed method detects the road network using few samples from its surface. In the 
IKONOS images, the standard deviation of 10 grey level has been measured for the road classes. In the proposed fuzzy logic system, 
just one arbitrary pixel up to maximum of three from the road surface is an adequate initial value. The road is identified requiring 
neither the numbers of the classes nor the corresponding mean values. Particle swarm optimization is used to optimize the proposed 
fuzzy cost function. The proposed algorithm is applied on real IKONOS satellite image. The results indicate acceptable accuracy for 
the extracted road surface. 
 
 

1. INTRODUCTION 

Automatic detection and extraction of linear features especially 
road object has been the interest of many researchers for many 
years. Diverse solution has been proposed by researchers. Mena 
(2003) has presented a review of nearly 250 references on 
automatic road extraction. Furthermore, Zhang (2003), Mena 
and Malpica (2005), and Quackenbush (2004) have evaluated a 
wide variety of existing approaches. The applied road 
extraction methodologies could be summarized as follows 
(Mohammadzadeh et al., 2006): 
(a) Road tracking methods start from a set of seed points and 

utilize radiometric values of pixels in the tracking process 
such as profile matching and Kalman filtering (Vosselman 
and DeKnecht, 1995; Bonnefon et al., 2002; Hu et al., 
2004; Kim et al., 2004). 

(b) Morphological methods rely on set theory developed by 
Matheron (1975) and Serra (1982). The method is 
sensitive to geometry of features and uses set operations 
such as union, intersection, complementation, dilation, 
erosion and thinning to identify geometrical characteristics 
of objects (Zhang et al., 1999; Amini et al., 2002a). 

(c) Snakes along with dynamic programming is used for 
extraction of cultural structures such as roads and 
buildings (Agouris et al., 2001a, b; Péteri et al., 2004). 
Dynamic programming provides an optimized solution to 
road model Gruen and Li (1995). Simultaneous use of 
snakes and dynamic programming is reported by Gruen 
and Li (1997). 

(d) Artificial intelligent approaches do reasoning based on the 
rules and models like a human being to provide correct, 
flexible and effective results. Fuzzy logic, neural networks 
and genetic algorithms are the most popular mathematical 
tools used in artificial intelligent systems. Fuzzy Logic 
(Zadeh, 1965) is a multivalued logic that allows 
intermediate values to be defined between zero and one 
(Agouris et al., 1998; Amini et al., 2002b). Artificial 
neural networks simulate the learning process of the 

human brain (Doucette et al., 2001; Egmont-Petersena et 
al., 2002) and genetic algorithms are generally used as an 
optimisation technique to search the global optimum of a 
function (Settea and Boullartb, 2001; Brumby et al., 1999). 

(e) Fusion-based methods fuse multi-source and multi-type 
information (Jin and Davis, 2005; Chena et al., 2003; 
Pajares and de la Cruz, 2004). The information covers 
satellite images (visible and radar), domain-based models, 
expert’s modeled knowledge, strategies and rules (Pigeon 
et al., 2001). 

(f) Multi-scale along with multi-resolution analysis provide 
an efficient tool for road width detection and analysis of 
the road across profiles (Mayer et al., 1997; Mayer and 
Steger, 1998). Multi-resolution analysis is based on the 
topological relations between roads and other cartographic 
objects (Hinz et al., 2001; Chen et al., 2004; Hinz and 
Baumgartner, 2003). 

In this research, new image segmentation based on fuzzy logic 
theory is proposed. Particle swarm optimization (PSO) has been 
employed to optimize the proposed approach. All of the 
classification and segmentation methods fell in two important 
groups: supervised and unsupervised methods. In supervised 
methods, necessary and enough samples should be selected 
from most of the possible classes in the image. In this way, 
classification parameters, like classes’ mean and standard 
deviations are calculated from those selected sample data. The 
final result of the classification is highly affected by the 
selected samples and number of the user defined classes. In 
unsupervised methods, the user must define number of the 
classes or other equivalent parameters like minimum distance 
between the classes. But in the proposed method, just one up to 
three samples from the road surface is sufficient to calculate the 
mean value of class “road” in the image. Number of the classes 
and parameters of all the existing classes are not needed. This is 
an interesting advantage comparing to the previous 
classification and segmentation methods. By taking different 
samples from different images, the standard deviation of the 
road is found to be 10σ = . It is due to this fact that road 
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surface is mostly homogenous and high radiometric variations 
are not expected. To see the efficiency of the method, it is 
applied on both simulated and real pansharpened IKONOS 
satellite image. 
 
 

2. FUZZY SEGMENTATION OPTIMIZED BY PSO 

Mohammadzadeh et al. (2006) proposed a new fuzy 
segmentation method, which computes road radiometric mean 
values in each ban using just few samples from its surface. In 
the proposed system, a blind search with one gray level 
accuracy in the search domain is performed to find the best 
mean value. The search domain is considered to be discrete and 
therefore few point are tested and there is fear of incorrect 
answers. Due to the mentioned reasons, a global minimum 
search approach should be applied to the proposed method. In 
addition, this will lead to a higher accuracy with sub gray level 
accuracy. In other words, PSO will find the global minimum of 
the fuzzy cost function with higher accuracy. Figure 1 
illustrates the flowchart of the proposed algorithm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
; 
 
 
 
 
 
 
 
 

   Figure 1.  Flowchart of the method 
 
The implemented PSO generates m=25 random particles in a 
continuous cubic search domain. Each of the particles has three 
values in the three dimensional search space, which are possible 
mean values of road in bands 1, 2, and 3. After taking few 
samples from the road surface, maximum and minimum values 

of particle ‘m’ in the band ‘n’ ( ,
old
m np ) will be defined as : 
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:   user selected sample pixel;
[ , , , , , ] :  A pixel from the image

, [( 15), ( 15)] ; 1, 2,3
n N

old
n m n n n

M

M M M M M

M X p M M n

=

∀ ∈ = − + =

… …
 

Then the fuzzy cost function is evaluated for each of the 
produced particles. The particle that has the minimum cost 
value will be chosen as the best particle in each iteration. Then 
position of the particles will be updated based by the velocity 
vector which are influenced by both the best global solution 
associated with the lowest cost ever found by a particle and the 
best local solution associated with the lowest cost in the present 
population (see formulas 1 and 2). The best local solution 

replaces the best global solution if it has lower cost. The above 
procedure is carried out until the termination condition is met. 
For example, if differences of the two consequently calculated 
best mean values were below a user-defined threshold then the 
process will be finished and the last global best position would 
be considered as the final calculated best mean values of the 
road. 
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   Figure 2.  Flowchart of the fuzzy method 

 

Generation of random 25 particles in the search domain

Fuzzy Cost function calculation for each particle

Define the global and local best positions of particles

Update particle values 

Termination 
condition 
is met? 

Best particle with lowest cost will be the answer
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NO 
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Figure 2 shows the flowchart of the implemented fuzzy system. 

The particle position as ,
old
m np from the PSO method represents 

; 1, 2,3bmean b =  which are the inputs of the fuzzy system. 
The pixels should satisfy the following criteria to participate in 
the fuzzy process: 
 

1 2[ , , , , , ]; A pixel from the image
, ( 5.25 ) ( 5.25 ) ; 1,2,3

b B

b b b b

X x x x x

x X mean x mean bσ σ
=

∀ ∈ − ⋅ ≤ ≤ + ⋅ =

… …  (3) 

 
There are 5*5*5=125 possible fuzzy classes for three bands. 
Figure depicts the generated 5*5=25 classes in two bands.  

  
Figure 3.  Defined classes using MFs of bands 1 and 2 

 
Matrix F is calculated for each pixel of the image (see equation 
4). The maximum among the minimum value of each column is 
found and its column number is attributed “cn”. If 63≠cn , 
then the image pixel is considered as non-road. 
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If “t” is the total number of initially identified road pixels, then 
for a pixel 
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This procedure is applied to all image pixels (or a selected 
window) and the cost function is calculated as: 

__
_

sum c
Cost mean

sum d t
=

⋅
                                          (8) 

The value of ‘cost_mean’ will be sent back to the PSO 

algorithm as the cost value for a particle like ,
old
m np .  

 
3. IMPLEMENTATION AND RESULTS 

Four simulated patterns are generated with hypothetic mean and 
standard deviation values as defined in Table 1 and is shown 
Figure 4. Table 2 shows the computed mean values for the 
simulated patterns using the proposed fuzzy-PSO method. The 
sub gray level difference between the computed mean values 
and the corresponding hypothetic ones indicate the efficiency 
and accuracy of the proposed method. 
 

 
Figure 4.  Simulated patterns (a) to (d). 

 
Table 1. Hypothetic values used for pattern generation. 

 
Band 1 

(grey level) 
Band2 

(grey level) 
Band3 

(grey level) Pattern 

1µ  1σ  2µ  2σ  3µ  3σ  

Pattern 
(a) 140.3 6 93.2 9 104.8 8 

Pattern 
(b) 82.7 7 113.7 6 125.9 4 

Pattern 
(c) 123.3 8 137.5 10 86.4 7 

Pattern 
(d) 98.7 10 158.3 9 63.1 6 

 
Table 2. Computed mean values. 

Band 1 
 (grey level) 

Band2 
 (grey level) 

Band3 
 (grey level) Pattern 

1µ  2µ  3µ  

Pattern (a) 139.90 93.23 104.82 
Pattern (b) 82.98 113.29 125.88 
Pattern (c) 123.79 137.87 86.18 
Pattern (d) 98.98 157.95 62.94 

 
Figure 5 shows a window of 595*425 pixels from a pan-
sharpened IKONOS image of Kish Island in Iran. In large 
scenes the road surface would be itself consist of two or three 
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subclasses. Two subclasses were identified using the proposed 
methodology. The first arbitrary input sample was (63, 81, 77) 
and the calculated road mean for the first subclass was (68.30, 
90.45, 85.06). The second arbitrary input sample was (100, 120, 
100) and the calculated road mean for the first subclass was 
(93.66, 109.72, 95.79). The result of applying the proposed 
method is shown in Fig. 6. 
 

 
Figure 5.  IKONOS pan-sharpened image 

 

 
Figure 6.  Detected road surface using fuzzy-PSO method. 

 
 
     Fuzzy-PSO Algorithm                      Remove noises  
 
 
    Segmented binary image                Remove small paths 
 
 
           Granulometry                       Second Trivial opening            
 
 
          Trivial opening                       Closing small gaps 
 
 
               Output center line of the road network             
 

Figure 7.  Block diagram used in morphology approach 
 
Mohammadzadeh et al. (2004) extract road centreline based on 
mathematical morphology. Figure 7 shows the block diagram 
used in mathematical morphology. Mathematical morphology is 
non-linear image processing tool, which is sensitive to the 
objects shape. As roads appear as elongated narrow object in 

the image, therefore it is suitable to use mathematical 
morphology to extract road centreline. After applying the 
mentioned morphological algorithm, the final extracted road is 
shown in figure 8.  
 
   

 
                              (a) result of trivial opening 
 

 
                                    (b) Closing operation 
 

 
                              (c) result of opening 
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                       (d) applying second trivial opening 
 

 
                                 (e) second closing operator 
 

 
                               (f) extracted road centerline 
 
 Figure 8.  Road extraction from pan-sharpened IKONOS image 

of a rural area of Kish island: (a) result of trivial 
opening, (b) closing operator, (c) result of opening 
operation, (d) applying second trivial opening, (e) 
second closing operator, and (f) extracted road 
centerline in red which is superimposed on the 
original image. 

 
4. CONCLUSIONS 

The proposed fuzzy-PSO approach calculates the road’s mean 
values automatically in different bands by using one up to three 
samples from the road surface with sub grey level accuracy. It 

is tested on both simulated and high resolution satellite images. 
Mathematical morphology is used to extract the road centerline. 
We should consider that the standard deviation of the road class 
is considered 10σ = according to different sample we had from 
different IKONOS images. It is due to this fact that road appear 
as homogenous surface in the satellite images and so we do not 
expect high variance in the road surface reflectance data. The 
proposed algorithm shows a promising result. But one of our 
future efforts is to find a solution to obtain the exact standard 
deviation of the road surface from the satellite image in an 
automatic manner to achieve a more reliable detection 
algorithm. This would also lead us to detect other planimetric 
objects. 
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ABSTRACT: 
 
The present contribution demonstrates the feasibility and explores the limits of a new method for estimating the velocity and 
direction of moving targets using a single VHR satellite dataset. The method is based on the fact that there is a time lag between the 
data collection of the panchromatic (PAN) and multi-spectral (MS) sensors in the same VHR platform. Consequently, it is developed 
around three main steps: i) accurate image-to-image registration between MS and PAN images with a sub-pixel displacement error, 
ii) precise location of barycentre of targets by mathematical morphology-based image transforms, and iii) estimation of the targets 
ground velocity and direction using the MS-PAN spatial displacement, the known time lag, and an image-to-ground transformation 
taking into account the interior and exterior orientation of the sensors and a terrain height reference. An evaluation of the reliability 
and limits of the proposed method based on the observation of the results regarding manually-selected moving and non-moving 
targets is included. 
 

                                                                 
*  Corresponding author.  

1. INTRODUCTION 

Most of the applications using VHR data assume that the 
collection of one imagery data set occurs at one point in the 
time line. If a multi-temporal analysis is needed, this requires a 
multiple collection of imagery representing the same spatial 
domain at different points of the time line. Then change 
detection techniques are usually applied in order to enhance 
evolving phenomena or detect moving targets. The associated 
intrinsic limit is to be able to observe only changes having a 
frequency of occurrence/change or a velocity on the ground 
much slower than the revisit time of the satellite platforms. 
These are of the order of some days in optimal conditions of 
cloud coverage and other tasks constraints.  
 
The detection of moving targets with remotely-sensed data is 

usually done using conventional radar or imaging radar 
techniques, such as SAR (Meyer et al., 2006; Pettersson, 2004) 
and along-track SAR interferometry approaches have been 
proposed for traffic monitoring using SRTM/X-SAR ATI data 
(Suchandt et al., 2006).  In alternative, optical video cameras 
are used for traffic monitoring (Munno et al., 1993), but they 
are mostly based on ground or aircraft platforms that offer 
technical characteristics as image spatial resolution and 
frequency of image collection that unfortunately are not 
available in the satellite platforms at the date (Toth and Grejner-
Brzezinska, 2006; Reinartz et al. 2006). For security 
applications aircraft platforms have also limitations related to 
the accessibility of remote areas especially relevant in case of 
conflict-prone places or areas with severe security-related 
concerns that are not accessible by civilian missions.  

 

 
 
Figure 1 – sub-sample of the PAN (left) and MS (right) data used for detection of the image blobs and precise barycentres 

(center). In red and black the blobs coming from the PAN and MS sensors, respectively. 
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The proposed methodology changes radically the perspective 
by exploiting the fact that in reality satellite VHR optical 
systems have two different sensors on board, respectively multi-
spectral (MS) and panchromatic (PAN), which do not capture 
the information instantaneously but with a given time lag 
between the two data collections. By knowing the exact time 
lag between the two data collections, it is possible to estimate 
the target’s ground velocity with the approximation of the pixel 
size. The shift of fast-moving features in the PAN and MS 
images produced by the time lag between the two image data 
collections are well known characteristics of VHR data (Dial 
2003), but no systematic evaluation of the reliability if this 
information for estimation of the target velocity is available in 
the literature at the date. Usually this characteristic of VHR 
satellite data is considered as an artefact to be fixed for 
improving the image-to-image matching and digital surface 
extraction from stereo-pairs (Baltsavias and others 2001, 
Jacobsen 2005).  
 
The detection of moving targets using remotely-sensed data has 
a clear connection with the support to all the activities related to 
traffic monitoring, estimation of traffic volume, and the 
modelling and planning of the traffic both in the terrestrial and 
maritime environment. An important application field can also 
be related to security and defence, where it is important to know 
if, and possibly where, there are moving vehicles or in general 
targets in the scene under analysis, with the estimation of 
ground velocity and direction. Moving vehicles detection using 
remotely sensed data could be also important in case of 
necessity to estimate the illegal border crossing of goods and 
people on remote areas difficult to control with traditional 
approaches. 
 
2. THE PROPOSED METHOD 

2.1 Processing flow 

The concept presented here is tested using a part of VHR data 
coming from the Quick Bird® satellite of Digital Globe, having 
nominally 0.6 and 2.4 meter spatial resolution of the 
panchromatic and multi-spectral sensor, respectively.  The 
processing flow consists on six steps as follow: 
 
1. Fusion of the MS channels in order to simulate the spectral 

response of the panchromatic P  
2. MS and P resolution matching  
3. Image-to-image registration by correlation matching of the 

MS output of point (2) on the panchromatic channel using 
the latter as reference  

4. Rough selection of potentially interesting target points 
(fuzzy markers) 

5. Automatic refinement of the targets location 
6. Estimation of the targets ground velocity 
 
Steps 1 and 2 are functional to the preparation of the image-to-
image registration, with the objective to use the multi-spectral 
data (MS) of the sensor for creating an MS-derived image as 
similar as possible to the spectral characteristics of the 
panchromatic (P) image. For Quickbird images the fusion is 
done by spectral averaging all the values of the MS sensor, 
simulating the frequency response of the P sensor. To ensure 
same gray value distributions a histogram matching is applied 
to the fused MS-image with the panchromatic image serving as 
reference. In order to reach the resolution of the P sensor, the 
MS-derived image was then over-sampled by a factor 4 through 

bi-linear resampling approach. The original P image was 
filtered by a 4 x 4 low-band-pass convolution filter in order to 
create an image with similar spatial characteristics to the MS-
derived image, but without loosing the accuracy on the location 
of the barycentre of the targets. 
 
Steps 3, 4, 5 are described in the following paragraph 4, and the 
final step 6 is detailed in paragraph 5. 
 
2.2 Accuracy considerations 

The time lag ,Pan MStΔ between the MS and P sensor 

acquisition is the limiting factor for the velocity determination. 
Obviously a coarse estimation can be found according to 

,

,

Pan MS

Pan MS

d
v

t

Δ
=
Δ

  where ,Pan MSdΔ  is the length of the 

displacement vector between the target locations in the MS and 
P image. In case of Quickbird, the time lag is about 0.2 sec and 
the nominal spatial resolution of the panchromatic and multi-
spectral sensor is 0.6 and 2.4 meters, respectively. Thus a target 
velocity of 50 km/h corresponds to 4.7 pixels in the P image or, 
the other way around, a displacement of 1 pixel corresponds to 
about 10 km/h. 
As a consequence reliable velocity results can only be achieved 
if sub-pixel accuracy is ensured throughout the processing flow, 
most particularly for the image-to-image registration and the 
target localization. Since the velocity can be estimated from 
relative displacements, the absolute location accuracy and the 
quality of the reference height information are of minor 
importance. 
 
3. MOVING TARGET DETECTION 

 As the accuracy of the estimated velocity depends on the 
quality of the measured displacement vectors, an image-to-
image registration is required. Therefore, a dense grid of points 
in the modified P image is identified with the fused MS image, 
applying image matching techniques (Paar and Pölzleitner, 
1992). These points are used to calculate an affine 
transformation between both images. Poor identification results 
are filtered by the back-matching distance and additionally can 
be removed during the polynomial calculation by looking at the 
individual point residuals.  

Figure 2 – estimated velocity for the selected targets 
(objects) 
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We chose a grid of 10 by 10 pixels in the area of interest (1000 
by 1000 pan-pixels) yielding about 9000 tie-points (TP´s) 
candidates. These points where first filtered using a threshold of 
0.5 pixels for the back-matching distance. When fitting an 
affine polynomial to the remaining 1901 points again 198 tie-
points where eliminated because of their poor residual statistic. 
The residual statistics of the polynomial fitting is summarized 
in Table 1. Finally, the fused MS image is warped to the P 
image using the found affine transformation. 
 

1703 TP´s Column [pxl] Line [pxl] Length 
[pxl] 

Std.Dev. 0.76 0.81 1.11 
Mean 0.00 0.00 0.99 
Minimum -1.89 -2.02 0.04 
Maximum 1.87 2.02 2.59 

Table 1: Residual statistics of the polynomial transformation 
calculation 
 

The rough selection of potentially interesting target points on 
step 4 of the processing flow has been solved by visual 
inspection of the images after the image-to-image automatic 
matching. The procedure was the following: a disk of radius r 
overlapping interesting targets (moving and stable objects) was 
manually digitised and recorded in a separate image layer. 
Stable targets were acquired in order to have an indirect 
measure of the image-to-image registration intrinsic error. The 
disk serves as fuzzy marker with a spatial fuzziness 
proportional to parameter r.  In this case r=15 pixels 
(corresponding to a radius of 9 meters on the ground) was 
chosen in order to include any potential interesting target such 
as cars and/or trucks.  
 
The precise location of the targets (step 5) was calculated using 
a procedure based on mathematical morphology and involving 
the detection of the image structures (blobs) related to the 
manually-fuzzy-selected targets together with the calculation of 
the precise barycentre of these image blobs. 
 
In order to detect both targets brighter and darker than the 

 

 
Figure 3 – estimated velocity of targets overlaid on the PAN image. Red, green and blue targets were classified as “moving”, 

“unknown”, and “non-moving”, respectively, by visual inspection. 
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surrounding image background, the procedure used a parallel 
approach based on the calculation of the residuals of 
morphological opening and morphological closing by 
reconstruction, respectively.  
 
In particular, the image blobs of brighter targets of the image 

( )fTbright are calculated by the white top-hat by 

reconstruction (RWTH) morphological transform as follows: 
 

( ) ( )
( ) ( ) 0

0

>−

>=

ff

fRWTHfT
n

R

bright

γ
     (1) 

 
While the image blobs corresponding to the darker targets of 

the image ( )fTdark  are calculated by the black top-hat by 

reconstruction (RBTH) morphological transform as follows: 
 

 
( ) ( )
( ) 0

0
)( >−
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ff

fRBTHfT
n

R

dark

φ
   (2) 

 

Where 
( )( )fn
Rγ  and ( )fn

R
)(φ  are the opening and closing by 

reconstruction, respectively, with a structuring element of size 
(n) of the input image (f ) (Soille 2003, p.212). The target blobs 

were derived from the support area of the ( )fRWTH  and 

( )fRBTH , defined as the region of pixels in the 

transformed image ( )fTbright  or ( )fTdark , having residuals 

greater than zero. The size (n) of the structuring element used 
here is of course linked to the size of the targets we want to 
detect as bright or dark structure in the image: in this case the 
minimal 3x3 box was sufficient.  
 
The barycentre of the detected blobs is then calculated by 
simply averaging the x and y image coordinates of all pixels 
belonging to each specific blob. Other alternatives have been 
tested as the detection of the extrema (regional maxima and 
regional minima for bright and dark blobs, respectively) of the 
grey-level functions associated with the blobs, or the weighted 
average of the coordinates by the intensity of the blob contrast. 
However, by analysing the estimated displacement of stable 
targets, the results of these more complicated procedures were 
not reducing this displacement but increasing it by a factor of 
about 5 to 10 % with respect to what we obtained with the 
simple coordinate averaging method. Therefore, the last method 
was chosen in the following. 
 
4. ESTIMATION OF THE TARGETS’ GROUND 

VELOCITY 

4.1 Ground-to-image and inverse transformation 

To determine the velocity (step 6 of the processing flow), the 
barycentre pixel coordinates of the detected blobs in the pre-
processed MS and PAN images had to be geo-referenced. This 
was based on a so-called image-to-ground transformation which 
requires the additional information on the interior and exterior 
orientation of the sensors at the acquisition time of the image 
and a height reference. In case of Quickbird or Ikonos sensors, 
the rational polynomial coefficients (RPC´s) are supplied with 
the image data and directly describe the ground-to-image 
transformation by two fractions of cubic polynomials:  

 

( )
( )ZYXg

ZYXf
x

x

x

,,

,,
=   and  

( )
( )ZYXg

ZYXf
y

y

y

,,

,,
=    (3) 

 
The original sensor polynomials depend on geographic co-
ordinates ( , ,hλ ϕ ) but we prefer the representation in an Earth-

centred, Earth-fixed Cartesian system ( , ,X Y Z ). 

 
4.1.1 Image-to-map transformation  
Calculation of East and North ground coordinate for given 
height. Approximations for East and North: 
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Solve for φ  and λ : 
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4.1.2 Inverse normalization to get φ  and λ . 

Iterate for East (X) and North (Y): 
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4.1.3 Calculus of the solutions 
The solution of the inverse transformation can be found 
iteratively using Taylor series expansions. It is a well known 
and documented problem that the meta-information has a 
limited and variable absolute accuracy (Jacobsen 2005, Dial 
and Grodecki, 2002). Generally a sensor model optimization 
based on ground control points (GCP´s) is required. This is 
crucial for security related applications as the access to the area 
of interests is restricted in many cases. Anyhow, the accuracy 
of the image-to-ground transformation also depends on the used 
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reference height. We used the globally available SRTM C-band 
DEM with a nominal resolution of about 90 m and a relative 
height accuracy  of 10 m. Obviously this level of detail and 
height accuracy does not meet the requirements specified 
above. 
In our approach we try to solve, or at least release, all these 
problems in the image-to-image registration step. First this 
registration reduces the sensor geometries to be considered and 
optimized to one (pan-chromatic sensor). Secondly we again 
have to stress that we are only interested in relative 
displacements. Thus the absolute pointing accuracy is of minor 
interest if the topography around the moving objects is 
changing smoothly. This is a feasible condition for vehicles as 
the road networks in general do not show very steep height 
gradients. 
 
4.1.4 Results 
Figure 2 shows the velocity estimations of 40 targets that were 
classified by visual inspection.  Three classes were assigned: 
“non moving objects” such as for parked vehicles or trees, 
“moving objects”, and “unknown” when it was hard for the 
interpreter to decide whether or not the target was moving. It is 
evident that the “non-moving” targets are almost all clustered 
below the velocity line of 10km/h, which corresponds to 
roughly one panchromatic pixel of displacement with the given 
MS-PAN collection time lag (see point 3.2). This can be 
considered as the technological limit of the tested source given 
by the constraints on available resolution, MS and PAN image 
matching precision, and MS-PAN collection time lag. The 
targets with estimated velocity between 10 km/h and 30 km/h 
were almost “unknown” from the visual inspection, because the 
displacement was too small to be detected univocally by 
manual means, while the targets with estimated velocity greater 
than 30 Km/h were all labelled as “moving targets” by the 
visual inspection. 
Moreover, if we check the direction and angle together with the 
velocity of the moving targets on the road, we can observe that 
the results are coherent with the expected opposite directions in 
the two road lanes (Figure 3). 
 

5. CONCLUSIONS 

The present contribution demonstrates the feasibility and 
explores the limits of a new method for estimating the velocity 
and direction of moving targets using a single VHR satellite 
dataset. The method is based on the fact that there is a time lag 
between the data collection of the PAN and MS sensor in the 
same VHR platform, and it is developed around three main 
steps: i) image-to-image registration between MS and PAN 
images, ii) precise location of barycentre of targets, and iii) 
estimation of the targets ground velocity and direction by 
image-to-ground transformation. 
 
This preliminary study has shown that the theoretical limit of 
the estimated velocity accuracy given by the spatial resolution 
and MS-PAN time lag constraints can be reached using sub-
pixel image-to-image warping and accurate target barycentre 
detection procedures. In particular, with the tested Quickbird 
sensor, we have estimated a limit of 10Km/h as minimal 
velocity of targets having the size of a car.  
 
Further efforts will concentrate on testing the different limits 
associated to different VHR sensors available, and on the 
development of an automatic procedure able to select the 
potential moving targets without the manual intervention used 
in this methodology. The fully automatic target-selection 

procedure will be required in case of application of this 
methodology for detection of unexpected (out of road) or low-
velocity moving target in the entire satellite scene, that are 
difficult to identify by visual inspection. 
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ABSTRACT: 
 
Road junctions are important components of a road network. However, they are usually not explicitly modelled in existing road 
extraction approaches. In this research, we model road junctions in detail as area objects and propose a methodology for their 
automatic extraction through the use of an existing geospatial database. Prior knowledge derived from the geospatial database is 
used to facilitate the extraction. We propose a new approach called GVF Ziplock snake that integrates the GVF (Gradient Vector 
Flow) field as an external force field into a Ziplock snake in order to delineate the junction border. Road extraction results provide 
fixed boundary conditions for the proposed snake. The approach was tested using Digital Mapping Camera (DMC) images of 0.1 m 
ground resolution taken from suburban and rural areas. Extraction results are represented in order to illustrate different steps of the 
method and to prove its feasibility. 
 
 

1. INTRODUCTION 

The need for accurate geospatial databases and their automatic 
updating is increasing rapidly. Geospatial databases contain 
various man-made objects among which roads are of special 
importance as they are used in a variety of applications such as 
car navigation, transport and fire services. As their extraction 
from images is costly and time-consuming, automation is seen 
as a promising solution to this delimma. However, data 
acquisition is difficult to automate. The problem for automatic 
data extraction lies mostly in the complex content of aerial 
images. To ease the automation of an image interpretation task, 
prior information can be used (Gerke, 2006), (Boichis et al., 
2000), (Boichis et al., 1998), (De Gunst, 1996). This often 
includes data from an external geospatial database. Road 
junctions are important components of a road network and if 
modeled accurately can improve the quality of road network 
extraction (Boichis et al., 1998). However, there are only few 
approaches which are dedicated to this task. Junctions are 
mainly extracted in the context of automatic road extraction. 
Most of the existing approaches initially concentrate on road 
extraction to create the road network. Subsequently the 
extraction of road junctions is realized by perceptual grouping 
of road hypotheses. In such approaches, junctions are regarded 
as a point object (Zhang, 2003), (Wiedemann, 2002), (Hinz, 
1999). In contrast, in (Gautama et al., 2004) and (Mayer et al., 
1998) junctions are treated as planar objects. In (Gautama, 
2004) a differential ridge detector in combination with a region 
growing operator is used to detect junctions and in (Mayer et 
al., 1998) a snake model is used to delineate junctions. There 
are also some methods which exclusively deal with junctions. 
(Barsi et al., 2002) present a road junction operator developed 
for high-resolution black-and-white images. The operator uses a 
feed- forward neural network applied to a running window to 
decide whether it contains a road junction. The drawback of the 
system is the high level of false alarms. (Wiedemann, 2002) 
uses a method to improve the quality of the junction extraction 
which resulted from the approach presented in (Hinz et al., 
1999). In (Wiedemann, 2002), several internal and external 

evaluation measures are used for the combination of connected 
roads. The solution with the largest evaluation score is regarded 
as the solution for the junction.  

In (Boichis et al., 2000) and (Boichis et al., 1998) a knowledge 
based system for the extraction of road junctions is presented. 
Junctions are classified into four classes and each class is 
modeled separately. The information derived from an external 
database is used to generate hypotheses for the junction shape 
and for main and secondary roads. A drawback of this approach 
is that image information is not exploited for the formation of 
main and secondary roads. In (Teoh and Sowmya, 2000) 
junctions are recognized by using several rules and a supervised 
learning method. They are classified into several types and each 
type is treated individually. Rules address several attributes of 
the junctions. The range of values for the attributes comes from 
a large set of data. Since the result of the approach is not 
available in publications, its performance cannot be assessed.  

Road junctions in road network extraction systems have mainly 
been modeled as point objects at which three or more road 
segments meet (Zhang, 2003), (Wiedemann, 2002), (Hinz, 
1999). The junction position in such systems is computed by 
simple extension of neighboring road segments. This kind of 
modeling does not always reflect the required degree of detail. 
In Fig.1, vector data is superimposed on a sample image to 
describe the problem. In the given image resolution, the 
junction centre covers an area, so it should be considered as an 
area object. Thus, a detailed modeling of junctions is needed for 
data acquisition purposes in large scales. In this paper, junctions 
are modeled in detail as area objects. The approach uses an 
existing geospatial database and leads to the extraction of 
refined road junction data. In section 2, a short overview of the 
proposed strategy is given.  In section 3 junctions are classified 
and modeled. Various steps of the proposed strategy are 
described in section 4. Some results of the road junction 
extraction are shown and discussed in section 5. In section 6, an 
outlook for future research is given.  
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Figure 1. Superimposition of vector data on a high resolution 

aerial image 
 

2. OVERVIEW OF THE APPROACH 

We used Digital Mapping Camera (DMC) images with a 
ground resolution of 0.1 m. The images were taken over rural 
and suburban areas. Besides the image, the German ATKIS 
(Amtliches Topographisch-Kartographisches Information 
System) with a content approximately equivalent to that of 
1:25000 scale topographic maps is entered into the system as 
part of the input data. In ATKIS, the planimetric accuracy for a 
road object is defined as ± 3m.  

Three main parts of our approach are introduced (Fig. 2): 

• Pre-analysis of geospatial database 
• Extraction of road arms 
• Road junction reconstruction 

In the first part, the geospatial database is analyzed resulting in 
a rough idea of the junction appearance in the image. In the 
second part, road arms are extracted within a limited area 
around the initial junction position with a size of 70*70 

m (700*700 pixels). A road arm is the longest straight road 
segment connected to the junction center. In the third part, the 
road junction is reconstructed using a snake-based approach 
that integrates the Gradient Vector Flow (GVF) (Xu and Prince, 
1997) as an external force field into a Ziplock snake 

(Neuenschwander et al., 1997) in order to delineate the junction 
border. 

2

3. MODEL 

3.1 

3.2 

 Road junction classification 

For traffic safety, different kinds of junctions have been 
designed. Different types of junctions have different properties 
and construction specifications. In our work, junctions have 
been classified with an emphasis on the most common features 
among them. We classified junctions into four main classes: 
simple, complex, roundabout and motorway.  Simple junctions 
contain three or more road arms without islands in the center. In 
contrast, complex junctions do contain islands in the center. A 
road model for simple junctions complies with the classic road 
model in which roads are defined as quadrilateral objects with 
parallel edges and a constant width. In three other classes, roads 
do not necessarily follow this classic model because there might 
be, for instance, roads with a changing width. The main 
difference between motorway junctions and others is that 
crossing roads are not at the same height. In other words, 
roundabouts, simple and complex junctions are defined in two 
dimensional space but motorway junctions are defined in three 
dimensional space. In complex junctions, connected roads 
enclose an area in which islands are located despite the 
roundabout whose roads intersect its large circular island. In 
this paper, we focus on simple junctions only. 

Road junction model 

The conceptual model of simple road junctions is represented 
and described in Fig. 3. According to the model, a junction area 
is composed of two parts: the junction itself and the road arms. 
The junction, where road arms are connected, is composed of 
the junction border at its central area. A road arm is defined in 
terms of geometry and radiometry as following:  

 

Pre-analysis of 
geospatial database

Extraction of 
road arms

Road junction 
reconstruction

Road junction 
hypothesis

Road arms 

PROPOSED APPROACH

Geospatial 
database

Aerial image

INPUT DATA

Borders of the 
junction area

RESULT

 

                                                                             Figure 2. Proposed system organisation 
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• Geometry: A road arm is a rectilinear object which is 
represented as a ribbon with a constant width and two 
parallel road edges. 

• Radiometry: A road arm is considered to be a 
homogeneous region with high contrast to its 
surroundings. The absolute brightness depends on the 
surface material.   

Disturbances such as occlusions and shadows are not explicitly 
included in the model at this stage. 

 

 Figure 3. Road junction model 

4. EXTRACTION STRATEGY 

The strategy guides the system where and how to extract 
objects in image space and how to interpret extracted elements 
(De Gunst, 1996) (Fig. 2). In this work, we make use of prior 
knowledge derived from a geospatial database to extract only 
those parts of the object which are consistent with the 
corresponding content of the geospatial database. As mentioned 
above our strategy consists of three steps. 

4.1 

4.2 

 Pre-analysis of geospatial data base 

The geospatial database we used contains explicit geometric 
and implicit topologic information about road junctions. 
Topologic information determines the number of roads 
connected to the junction centre and geometric information 
provides us with the approximate location of the junction and 
the width of the connected roads. A road junction in the 
geospatial database is composed of a centre point at which a 

few lines or polylines meet. Using vector coordinates of lines, 
we compute road directions. In the road extraction step, 
geometric and topologic information are used to construct road 
segments.  
 

Extraction of road arms 

Roads can be bent in different ways, for instance, in a simple 
curved form, serpentine curve or in a state with changing width. 
However, in the area close to the junction centre they are 
mainly straight because of traffic safety regulations. This fact 
leads us to extract long and straight road segments near the 
junction centre. They are called road arms (Fig. 4). To illustrate 
various steps and show the result of each one, we used some 
image samples. In order to apply the geometric part of the road 
model, edges are extracted from the image using the Deriche 
edge detector. Subsequently, a thinning operation is applied, 
yielding one pixel wide edges. The edges are approximated by 
polygons to facilitate further processing. We call the result of 
this step edge segments. Edge segment parameters like image 
coordinates of endpoints, length and direction are computed. 
These parameters are used later for the road segment 
construction. We then group edge segments based on the 
direction of connected roads from the geospatial database. The 
number of groups corresponds to the number of connected 
roads (Fig. 5-a). Since road directions derived from the 
geospatial database are regarded as reference directions, each 
group should contain parallel edge segments having a direction 
similar to their reference direction. It is noted that the direction 
difference between edge segments in each group must be below 
a predefined threshold, 15 degrees. Next, as a part of the 
geometric road model, width and the width constancy between 
two edge segment candidates are checked. A prerequisite for 
this step is that two candidates must overlap and must have 
opposite directions (anti-parallelism condition). Next, 
radiometric properties of the resulting road segments are 
investigated. According to the radiometric road model, the area 
between two road edges should be bright and homogeneous. 
This means the mean gray value within each area must fall into 
a predefined range and its variance must be smaller than a 
predefined threshold. Resulting road segments are verified by 
extracting road centerlines from an image of reduced resolution 
(Heipke et al., 1995) (Fig. 5-b).  

 

                                                                               Figure 4. Road arm extraction 
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                            a)                                                   b)                                                 c) 

Figure 5. (a) illustrates two groups of edge segments in red and yellow. Yellow edge segments contain two groups since related 
roads are collinear. (b) shows the resulting road segments. (c) shows the extracted road arms. 

Although we have so far extracted groups of road segments, 
what is needed is one road arm per group. To achieve this 
purpose, road segments within each group are linked (Fig. 5-c). 
Next, the orientation of each resulting road arm is investigated 
with the aim to decide which end point faces the junction. This 
information could be taken from the geospatial data base, but in 
order to be more independent of the geometric accuracy of the 
database, we compute the distance between the endpoints of 
pairs of road arms, and subsequently select the endpoints 
sharing the shortest distance. 

 

4.3 

4.3.1 

Road junction reconstruction 

Ziplock snake 
Traditional snakes (Kass et al., 1987), or parametric active 
contours are polygonal curves with which is associated an 
objective function that combines an image term, external 
energy, measuring the edge strength and a regularization term, 
internal energy, minimizing the tension and curvature. The 
curve is deformed so as to optimize the objective function and, 
as a result, to extract the image edges. Traditional snakes are 
sensitive to noise and need a close initialization. Since the 
junction border is composed of open curves with various 
degrees of curvature, close initialization often cannot be 
provided. As a result, traditional snakes get stuck in an 
undesirable local minimum. To overcome these limitations, the 
Ziplock snake model was proposed (Neuenschwander et al., 
1997). Ziplock snakes are now briefly described here to provide 
a basis to introduce our approach. A Ziplock snake consists of 
two parts: an active part and a passive part (Fig. 6). The two 
parts are separated by moving force boundaries, and the active 
part is further divided into two segments, indicated as head and 
tail respectively. The initial positions of the head and tail 
segments are specified by an operator or a preprocessing 
module. Unlike the procedure for a traditional snake, the 
external force derived from the image is turned on only for the 
active parts. Thus the movement of passive vertices is not 
affected by any image forces. Starting from two short pieces, 
the active part is iteratively optimized to image features, and the 
force boundaries are progressively moved toward the center of 
the snake. Each time that the force boundaries are moved, the 
passive part is re-interpolated using the position and direction of 
the end vertices of the two active segments. Optimization is 
stopped when force boundaries meet each other. We call the 
external force used in the Ziplock snake traditional force field.  

Ziplock snakes need far less initialization effort and are less 
affected by the shrinking effect from the internal energy term. 
Furthermore, the computation process is more robust because 

the active part whose energy is minimized is always quite close 
to the contour being extracted. A Ziplock snake is an 
appropriate method to delineate the junction border if accurate 
initial points could be provided. We assume that these accurate 
fixed points can be obtained from the road extraction result.  

 

Figure 6. Illustration of a ziplock snake during optimization. A 
Ziplock snake, fixed at head and tail, consists of two 
parts, the active and the passive vertices. These 
areas are separated by moving force boundaries. The 
active parts of the snake consist of head and tail 
segments. 

 
Nevertheless, Ziplock snakes are easily confused by 
disturbances caused by various features such as trees and their 
shadows, different kinds of road markings and the shadows 
from buildings, traffic lights, power lines and traffic signs. A 
strong internal energy can considerably decrease the effect of 
disturbing features. Furthermore, a global initialization is 
introduced to assure that snake vertices are distributed across 
the entire object boundary. The global initialization is provided 
by pairs of lines, each of which is defined by close endpoints 
and the intersection point of their related road sides (Fig. 7). 
These lines are divided up into equidistance vertices 
surrounding curve parts of the road junction. 
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Figure 7. Illustration of the global initialization. Black lines are 
defined by two close endpoints and the intersection 
point of their respective road sides. 

 
We tested the Ziplock snake method on several samples (Fig. 8-
a, b). As opposed to low-resolution images where the road 
surface is quite homogeneous and road markings have less 
disturbing effects, in high-resolution images there are various 
disturbing features destabilizing Ziplock’s active parts and 
subsequently hinder their motion. Furthermore, disturbing 
features, such as road markings as are shown in Fig. 8-a, 
besides destabilizing the active parts, i.e. no convergence 
occurs, pull the contour away from the desired boundaries. 
However, if the external force has a large capture range, it 
draws the contour back toward the object boundaries even from 
far distances. Since a traditional force field has a small capture 
range, Gradient Vector Flow (GVF) as an alternative external 
field was used.  

  

a)                                                    b) 

Figure 8: Ziplock snake optimization using tradition force field 
as an external force. Black curves are the result of 
snake optimization. White lines are the extracted 
road arms.  Since the capture range of the external 
force field is small, the iterations are stopped near 
the initial positions.  

 
4.3.2 

)

GVF Ziplock snake 
The GVF field (Xu and Prince, 1997) was proposed to address 
two issues: a poor convergence to concave regions and 
problems associated with the initialisation. It is computed as a 
spatial diffusion of the gradient of an edge map derived from 
the image. This computation causes diffuse forces to exist far 
from the object, and crisp force vectors near the edges.  The 
GVF field points toward the object boundary when very near to 
the boundary, but varies smoothly over homogeneous image 
regions, extending to the image border (Fig. 9). The main 
advantage of the GVF field is that it can capture a snake from a 
long range. Thus, the problem of far initialization can be 
alleviated.  

The GVF is defined to be the vector field 
 that minimizes the energy functional: ( ) ( ) ( )( yxvyxuyxG ,,,, =

   

a)                              b)                                 c) 
Figure 9: a) a small part of a test image   
               b) GVF field   c) Tradition force field 
 

( ) dxdyfGfvvuuE yxyx
222222 ∇−∇++++=∫∫μ  

Where ( )yxf ,  is derived from the image having the property 

that it is larger near the image edges. μ  is a regularization 
parameter which should be set according to the amount of noise 
present in the image. Using the calculus of variations, it can be 
shown that the GVF can be found by solving the following 
Euler equations: 

( )( ) 0222 =+−−∇ yxx fffuuμ  

2∇ is the Laplacian operator. 

 We call the Ziplock snake that uses the GVF field as its 
external force a GVF Ziplock snake. 

 Let ( ) ( ) ( )( )sysxsV ,=  be a parametric active contour in which 

 is the curve length and x and y are the image coordinates of 
the 2D-curve. The internal snake energy is then defined as 
s

( )( ) ( ) ( ) ( ) ( )( ) 22
int 2

1
sVssVssVE sss βα +=

Where  and V are the first and second derivative of V in 

respect to . The functions 

sV ss

s ( )sα  and ( )sβ  control the 

elasticity (the first term) and the rigidity (the second term) of 
the contour respectively.  

The formulation for GVF Ziplock snake’s motion can be 
written in the form (Kass et al., 1987): 

 [ ] [ ]
[ ] )|()( 1

11
−−∗Ι+= −−

tVv
tt PVKV κγγ

 

Where γ  stands for the viscosity factor (step size) determining 

the rate of converges and t  is the iteration index. κ alters the 
strength of the external force. The pentadiagonal matrix K  

contains the internal energy functions ( βα , ) and  is the 

GVF external force field. 
vP

4.3.3 Implemetation issues 
In our implementation, we chose 001.0=α  because the larger 
value forces the snake to become and then stay straight. Based 
on many tests on junctions of different shapes 5=β  was chosen 

to let the contour become smooth. To reduce the effect of 
disturbances, we set κ =0.1, i.e. giving more weight to the 
internal force than to the external. Snake spacing refers to the 
distance between the sampled snake vertices. By experiment, 
denser snake vertices are more likely to be trapped and 
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destabilized by small disturbances (Fig. 10-a). Thus, 
convergence, assuming a small threshold to be achieved for the 
displacement from one iteration to the next, cannot be reached. 
Conversely, when snake vertices are too sparse, object 
boundaries with high change of curvature, as it is the case in 
road junctions, cannot be accurately delineated(Fig. 10-b). The 
snake spacing was confined within the range 7-10 pixels 
depending on how far two adjacent road arms are, so that their 
movement is less likely to be blocked by trees, single cars and 
road markings such as stop lines and cross walks.  

  

a)                                               b) 

Figure 10. In (a), snake spacing is 2 pixels, which signifies 
dense vertices, and the accuracy of convergence is 
1/10 pixel. Active contours are caught in the shadow 
cast by the truck. In (b), snake spacing is 12 pixels 
and the accuracy of convergence is 1/200 pixel. The 
optimized active contour (black line) cannot 
delineate the junction border.  

Likewise, the disturbing effect of the shadow cast by traffic 
lights and power lines are easily resolved. However, rows of 
cars standing behind the traffic light, and every large body of 
shadow from a row of buildings or trees might mislead the 
snake to converge to wrong boundaries, because in such cases, 
a large number of vertices are trapped in the disturbing object. 
This situation affects the motion of neighbouring vertices and 
eventually results in the delineation of the disturbing object 
boundaries or the leakage into either the road junction area or 
the surroundings. In our proposed approach, the force boundary 
is advanced one vertex per iteration when we can verify that the 
motion of the corresponding active part has stabilized. We 
evaluate each active part individually by testing if the 
displacement in x and y direction are less than a predefined 
threshold (1/200 pixel). Once two force boundaries collide, the 
viscosity factor is increased and the optimization is repeated 
simultaneously on all vertices since it improves the quality of 
the final result at places where there is a small deviation from 
the object boundaries. Intuitively, a little value of γ  is chosen 

when the process starts, (because the curve is far from the 
solution) and a larger value when the snake is close to the 
contour (Berger and Mohr, 1990). 

5. RESULTS 

The contour-following property of Ziplock snakes, when 
combined with the large capture-range capability of the GVF 
force field, enables delineation of complex man-made objects in 
high-resolution aerial imagery. To demonstrate this potential, 
we tested the proposed approach on many road junction 
samples with the same set of parameters. Some of them are 
shown (Fig. 11). The problem illustrated in Fig. 8 is fixed. 
Furthermore, the approach can deal with disturbances caused by 
road markings and the shadow (bottom row image samples). 

 

   

   

Figure 11. Top row image samples show rural areas and those in the bottom row are from suburb areas. In both groups, disturbances 
caused by road markings are resolved. Furthermore, the results in suburb areas are accurate even in the presence of 
shadows. 
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6. OUTLOOK 

In this paper, we presented a new snake-based approach called 
GVF Ziplock snake to delineate the junction border resulting in 
the extraction of simple road junctions in the context of rural 
and suburb areas through the use of an existing geospatial 
database. We found that prior knowledge from an existing 
geospatial database can considerably facilitate the extraction. 
Furthermore, we demonstrated that our approach can overcome 
various kinds of disturbances. Further investigation into the 
possibility of using Balloon snakes in junctions whose central 
area lacks sufficient contrast with the surroundings causing the 
snake to be drawn outward of the junction area and to become 
straight rather than curvy, are warranted. Investigations into 
modelling islands’ properties and extracting complex junctions 
and roundabouts are our next goals. Furthermore, optimal 
selection of the snake spacing constraint and the convergence 
threshold in images with different ground resolutions is 
desirable. 
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ABSTRACT: 
 
The study presents a novel method for delineation of tree crowns and detection of stem positions of single trees from dense airborne 
LIDAR data. The core module of the method is a surface reconstruction that robustly interpolates the canopy height model (CHM) 
from the LIDAR data. Tree segments are found by applying the watershed algorithm to the CHM. Possible stem positions of the 
tallest trees in the segments are subsequently derived from the local maxima of the CHM. Additional stem positions in the segments 
are found in a 3-step algorithm. First, all the points between the ground and the crown base height are separated. Second, possible 
stem points are found by hierarchical clustering these points using their horizontal distances. Third, the stem position is estimated 
with a robust RANSAC-based adjustment of the stem points. We applied the method to small-footprint full waveform data that have 
been acquired in the Bavarian Forest National Park with a point density of approximately 25 points per m2. The results indicate that 
the detection rate for coniferous trees is 61 % and for deciduous trees 44 %, respectively. 7 % of the detected trees are false 
positives. The mean positioning error is 0.92 cm, whereas the additional stem detection improves the position on average by 22 cm.  
 

                                                                 
*  Corresponding author.  

1. INTRODUCTION 

Laser scanning has become the leading edge technology for the 
acquisition of topographic data and the mapping of the Earth’s 
surface and offers several advantages for forest applications. 
The laser beam may penetrate the forest structure, and the 
technique provides 3D information at a high point density and 
intensity values at a specific wavelength. Since over a decade, 
conventional LIDAR - recording the first and last pulse - has 
been widely used to successfully retrieve forest parameters like 
tree height, crown diameter, number of stems, stem diameter 
and basal area (Hyyppä et al., 2004). Recently, tree species 
classification could be tackled with first/last-pulse scanning 
systems providing high point density (Holmgren et al., 2004; 
Heurich, 2006; Brandtberg, 2007). Moreover, the novel 
airborne full waveform technology promising new possibilities 
has been lately applied to tree species classification (Reitberger 
et al., 2006).  
 
Approaches to tree species classification are usually based on a 
single tree segmentation that delineates the tree crown from the 
outer geometry of the forest surface. The methods have in 
common to reconstruct – at least locally – the canopy height 
model (CHM) to find the local maximum in the CHM as the 
best guess for the stem position and to delineate a segment 
polygon as the tree crown. For instance, Hyyppä et al. (2001) 
interpolate a local CHM from the highest laser reflections, 
Persson et al. (2002) apply the active contour algorithm, and 
Solberg et al. (2006) interpolate the CHM with a special 
gridding method and subsequently smooth the CHM with an 
appropriate Gaussian filter. Stem positions are derived from the 
interpolated CHM at the highest positions (Solberg et al., 2006) 
or from a special local tree shape reconstruction (Brandtberg, 
2007). Tree crowns are typically derived with the watershed 

algorithm (Pyysalo et al., 2002) or by a slope-based 
segmentation (Persson et al., 2002; Hyyppä et al., 2001). 
Recently, Solberg et al. (2006) proposed a region growing 
method that starts from local surface maximums and finds 
crown polygons optimised in shape. 
 
The drawback of these methods is that they are solely oriented 
on the CHM. The CHM is reconstructed from the raw data in an 
interpolation process that smoothes the data to some extent. The 
degree of smoothing affects directly the success rate in terms of 
false positives and negatives. Moreover, in some cases 
neighbouring trees do not appear as two clear local maximums. 
Thus, approaches that solely use the CHM will be restricted in 
the success rate anyway, especially in heterogeneous forest 
types where group of trees grow close together. So far, little 
attention has been paid to reconstruct trees using information 
like laser hits on the stem, mainly because of the low spatial 
point density. Detected tree stems could be used to improve the 
CHM-based segmentation of the single trees in terms of the 
detection rate of trees and the position of the trees. Moreover, 
new full waveform systems have the potential to detect 
significantly more reflections in the tree crown and hence 
highly resolve the internal tree structure. 
 
The objective of this paper is (i) to present a novel method that 
segments single trees with a robust surface reconstruction 
method in combination with the watershed algorithm using full 
waveform LIDAR data, (ii) to introduce a novel approach to 
stem detection that clusters hierarchically potential stem 
reflections and reconstructs the stem with a RANSAC-based 
adjustment, and (iii) to show how the detection rate and position 
of single trees is improved. 
The paper is divided into five sections. Section 2 focuses on the 
segmentation of the single trees and the reconstruction of the 
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tree stems. Section 3 shows the results which have been 
obtained from full waveform data acquired in May 2006 by the 
Riegl LMS-Q560 system in the Bavarian Forest National Park. 
Finally, the results are discussed with conclusions in section 4 
and 5. 

2. METHODOLOGY 

2.1 Decomposition of full waveform data 

Let us assume that full waveform LIDAR data have been 
captured in a region of interest (ROI). The waveforms are 
decomposed by fitting a series of Gaussian pulses to the 
waveforms (Figure 1). Thus, for each reflection i the vector 

),...,1)(,,,,( ROIiiiii
T
i NiIWzyx ==X  is provided with 

),,( iii zyx  as the coordinates, Wi as the pulse width and Ii as 
the intensity of the reflection (Reitberger et al., 2006; Jutzi and 
Stilla, 2005). Note that basically each reflection can be detected 
by the waveform decomposition. This is remarkable since 
conventional LIDAR systems – recording at most five 
reflections – have a dead zone of about 3 m which make these 
systems effectively blind after a single reflection. 
 

 
Figure 1. 3D points and attributes derived from a waveform 
 
2.2 Segmentation 

The segmentation of the tree crowns is achieved by deriving the 
CHM from 3D points which are best representing the outer tree 
crown geometry. The ROI is subdivided into a grid having a 
cell spacing of cp and NR cells (Figure 2). Within each cell of 
size cp2, the highest 3D point is extracted and corrected with 
respect to the ground level ground

jz , i.e.  

),...,1( R
ground
jj

CHM
j Njzzz =−= . The ground level ground

jz  is 
estimated from a given digital terrain model (DTM) by bilinear 
interpolation. In the next step, all the highest 3D points 

),...,1)(,,( R
CHM
jjj

T
j Njzyx ==X  of all NR cells are robustly 

interpolated in a grid that has NX and NY  grid lines and a grid 
width gw. The special adjustment approach (Krzystek et al., 
1992) interpolates the NCHM  = NX * NY grid points 

),...,1)(,,( CHMj
CHM
Intj

CHM
Intj

CHM
Int

T
j

CHM
Int Njzyx ==X  and filters 

the 3D points Xj in a 2-phase iterative Gauß-Markoff process. 
Thanks to constraints on the curvature and torsion of the 
surface, the interpolation smoothes and regularises the surface 
in case of an ill-posed local situation. Moreover, single outlying 
3D points, which do not represent the CHM surface, are down-
weighted by weighting functions in dependence on the distance 
of the 3D points to the surface. This iterative adjustment 
scheme works like an edge preserving filter that discards 
outliers, closes gaps in the surface if no 3D points could be 

found in the cells, and preserves surface discontinuities. The 
result is a smoothed CHM having NCHM equally spaced posts. 
Finally, the tree segments are found by applying the watershed 
algorithm (Vincent and Soille, 1991) to the CHM. The local 
maximums of the segments define the Nseg tree positions 

),...,1)(,( segi
CHM

stemi
CHM
stem NiYX = . 

 

 
Figure 2. Finite element interpolation for a patch of 16 grid 
meshes  
 
2.3 Stem detection 

Tree stems in the individual tree segments are detected in a 3-
step procedure.  
 
Step 1: The NS points ),...,1( S

Seg
j NjX = within a tree segment 

are cleared from ground points by discarding all points within a 
given height bound Zthreshold = 1 m to the DTM. 
 
Step 2: The goal of the second step is to derive the crown base 
height hbase of the tree in order to subdivide the tree into the 
stem area and the remaining crown area. This coarse tree 
subdivision is achieved by (i) splitting the tree into l layers with 
height of 0.5 m (Figure 3a), (ii) calculating the number of points 
ni per layer, (iii) forming the vector ),...,1(}{ liNn Sip == &N , 

(iv) smoothing pN with a 3x1 Gaussian filter and, finally, (v) 
defining hbase as the height that corresponds to 0.15 % of the 
total number of points per segment (Figure 3b). All the Nstem 
points below hbase are potential stem points. Note that the 
remaining points can result from one or even several stems or 
from the understorey. The following hierarchical clustering 
scheme is applied to these points after calculating the Euclidian 

distance matrix Dstem = { ( ) ( )22
jijiij yyxxd −+−= ; 

i=1,…,Nstem; j=1,…,Nstem; i#j} (Heijden et al., 2004). 
 

1. Assign each point to its own cluster, resulting in Nstem 
clusters. 

2. Find the closest pair of clusters and merge them in to 
one cluster. The number of clusters reduces by one. 

3. Compute the distance d between the new clusters and 
each of the old clusters.  

4. Repeat steps 2 and 3 until all items are clustered into 
a single cluster of size Nstem or a predefined number of 
clusters is achieved. 

 
In this clustering process the distance between two clusters Ci 
and Cj is defined as the shortest distance from any point in one 
cluster to any point in the other cluster. The clustering yields a 
dendrogram which shows at which distance the clusters are 
grouped together. By defining a minimum distance dmin = 1.2 m 
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between the cluster centres the most suitable number of clusters 
Ncluster is selected.  

  
Figure 3a. Tree layers Figure 3b. Base height of a tree 

 
Step 3: The final finding of the stems is achieved by applying a 
RANSAC-based 3D line adjustment to all the Ncluster clusters 
and labelling all 3D lines with an incident angle smaller than α 
= 70 and a minimum number of 3 points as stems gstem. This 
robust procedure eliminates clusters that result from the 
understorey and do not show a vertical main direction. Also, it 
cleans the cluster point cloud from erroneous points. The stem 
positions ),( detdet

stemstem yx  are calculated as the intersection of the 

stem gstem with the DTM }{),( detdet
stemstemstem gDTMyx ∩= . Finally, 

the height of the tree top htree is derived from the highest laser 
point that lies within the cylinder Vstem. The cylinder Vstem is 
defined by the 3D line gstem as the centre line of the cylinder and 
the radius R = 1 m. Note that several stems can be found within 
a tree segment. However, the tree height is dependent on the 
highest raw data within the stem cylinder Vstem. 
 

3. EXPERIMENTS 

3.1 Material  

Experiments were conducted in the Bavarian Forest National 
Park which is located in south-eastern Germany along the 
border to the Czech Republic (49o 3’ 19” N, 13o 12’ 9” E). 
There are four major test sites of size between 591 ha and 954 
ha containing alpine spruce forests, mixed mountain forests and 
spruce forests as the three major forest types. 11 sample plots 
with an area size between 1000 m2 and 3600 m2 were selected 
in the mixed mountain forests dominated by Norway spruce 
(Picea abies) and European beech (Fagus sylvatica). Some fir 
trees (Abies alba), Sycamore maples (Acer pseudoplatanus) and 
Norway maples (Acer platanoides) also occur in the sample 
plots. The height above sea level varies between 610 m and 770 
m. Reference data for all trees with diameter at breast height 
(DBH) larger than 10 cm have been collected in May 2006 for 
438 Norway spruces, 477 European beeches, 74 fir trees, 20 
Sycamore maples and three Norway maples. Several tree 
parameters like the DBH, total tree height, stem position and 
tree species were measured and determined with the help of 
GPS, tacheometry and the ’Vertex’ III system. Moreover, a 
DTM with a grid size of 1 m and an absolute accuracy of 25 cm 
was available for all the test sites. It was generated from 
LIDAR data which had been acquired in 2003 (Heurich, 2006). 
For two of the four test sites, which contain the 11 sample plots, 
full waveform data have been collected by Milan Flug GmbH 
with the Riegl LMS-Q560 scanner. The Riegl scanner was 
flown in May 2006 after snowmelt but prior to foliation. The 
vertical sampling distance was 15 cm because of the scanner’s 

sampling rate of 1 GHz. The pulse width at half maximum 
reached 4 ns which is equivalent to 60 cm. The size of the 
footprint of 20 cm was caused by the beam divergence of 0.5 
mrad and the flying altitude of 400 m. Finally, the average point 
density was 25 points/m2. Thorough calibration of the bore 
sight alignment and strip adjustment was carried out prior to the 
data evaluation. Controlled tests showed that the strips had been 
adjusted with a standard deviation of 15 cm in planimetry and 
10 cm in height. The procedures for segmentation and 
subsequent stem detection were applied to all the plots in a 
batch procedure without any manual interaction. 
 
3.2 Segmentation 

Figures 4 and 5 show a typical sample area containing several 
coniferous trees. The tree tops derived from the local 
maximums of the CHM correspond in some cases with the 
reference trees reasonably. However, some tree tops are 
deviating considerably from the true position. Moreover, some 
segments contain more than one reference tree although only 
one tree top has been derived from the CHM. The main reasons 
are that (i) a group of trees form locally a well-defined 
maximum and (ii) the surface reconstruction smoothes the 
surface too much so that neighbouring trees cannot be isolated. 
In both cases the single trees are not detected and hence the 
segment represents a group of trees rather than a single tree. 
 

  
Figure 4. Reconstructed CHM with local maximums as tree tops 

 

 
Figure 5. Orthophoto with sample segment containing two 
reference coniferous trees (=white dots) and one local 
maximum (=red cross) 
 
3.3 Stem detection 

The stem detection takes advantage of additional high-density 
point information the waveform decomposition provides 
underneath the CHM. In case that only sparse understorey is 
below the base height stem points are successfully detected by 
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the hierarchical clustering and the RANSAC-based stem 
reconstruction. Figures 6a and 6b show the stem points for the 
sample segment in figure 5 found by the clustering scheme 
given in section 2.3.  The two stems are clearly isolated by 
applying the angle constraint of 70 to the stems approximated 
with RANSAC. Moreover, the single stem position derived 
from the CHM maximum is significantly improved by the new 
stem position (Figure 7). Also, some neighbouring segments 
show similar results. For example, in the segment directly 
above the central segment even 3 stems could be detected 
whose positions correspond fairly well with the reference trees. 
Thus, the stem detection provides additional single trees that 
cannot be found solely using the CHM information and 
improves the position of trees derived from the CHM 
maximum. 

  
Figure 6a. Stem point clusters 
and stems reconstructed with 
RANSAC 

Figure 6b. The neighbouring 
trees and the reconstructed 
stems 

 

 
Figure 7. Sample segment with two reference coniferous trees 
(=white dots), two detected stems (=yellow crosses) and the 
local CHM maximum (=red cross) 
 
3.4 Evaluation 

The tree positions ),( CHM
stem

CHM
stem yx from the segmentation and 

the tree positions ),( detdet
stemstem yx from the stem detection are 

compared with reference trees if (i) the distances to the 
reference trees is smaller than 60 % of the mean tree distance of 
the plot and (ii) the height difference between htree and the 
height of the reference tree is smaller than 15 % of the top 
height htop of the plot, where htop is defined as the average 

height of the 100 highest trees per ha (Heurich, 2006). If a 
reference tree is assigned to more than one tree position, the 
tree position with the minimum distance to the reference tree is 
selected. Reference trees that are linked to one tree position are 
so-called “detected trees” and reference trees without any link 
to a tree position are treated as “non-detected” trees. Finally, a 
tree position without a link to a reference tree results as a “false 
detected” tree. 

3.5 Results 

Table 1 contains the percentage of “detected” trees for each 
plot. The trees are subdivided into 3 layers with respect to htop. 
The lower layer contains all trees below 50 % of htop, the 
intermediate layer refers to all trees between 50 % and 80 % of 
htop, and, finally, the upper layer contains the rest of the trees.  
 

 
Figure 8. Number of detected coniferous trees in dependence on 
the DBH 
 

 
Figure 9. Number of detected deciduous trees in dependence on 
the DBH 
 
First, we evaluate the detection rate of trees that are derived 
from the CHM without stem detection and hence refer to a local 
maximum in the CHM. Table 1 shows in general that most of 
the detected trees are in the upper layer. The detection rate 
varies between 56 % and 94 % while the overall detection rate 
for all plots amounts to 74 %. In comparison, in the 
intermediate layer and lower layer the detection rate is 
considerably smaller. Especially, in the lower layer only a few 
trees can be found since most of these trees are covered by 
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taller trees. The mean number of false detected trees amounts to 
5 % and indicates a remarkable reliability. When applying the 
stem detection we get an overall improvement of the detection 
rate in the intermediate layer of 8 % and in the upper layer of 4 
%. However, no improvement is achieved in the lower layer 
since (i) laser hits at the stem of small trees happen rarely, (ii) 
the base height hbase is inaccurate for trees beneath taller trees, 
and (iii) some trees have no clear base height since their green 
branches start close to the ground. 
 
Moreover, the improvement of the detection rate is different in 
the individual plots. For instance, in the plots 55, 56, 58 and 81 
(multi-layered stands), which contain more trees in the lower 
layer, no additional stems could be detected, whereas the plots 
57 and 74 are significantly improved with more than 15 %. In 
general, the number of false detected trees gets slightly larger, 
most notably in the plot 93. Finally, the figures 8 and 9 show 
clearly that the detection rate of trees with a larger stem 
diameter at breast height (DBH) is considerably high for 
coniferous and deciduous trees. On average, the detection rate 
for coniferous trees is 61 % and for deciduous trees 44 %, 
respectively. Finally, table 2 shows the absolute positional 
improvement of the trees derived from the stem 
positions ),( detdet

stemstem yx  and the position of the reference trees. As 
expected, the mean positioning error of deciduous trees gets 
better by 26 % which corresponds to 43 cm. The overall 
improvement of the tree position amounts to 24 cm which is 
equivalent to 21 %. 
 

 Without “stem 
detection” 

With “stem 
detection” 

Mean positioning 
error coniferous 

0.80 m 0.70 m 

Mean positioning 
error deciduous 

1.65 m 1.22 m 

Total mean 
positioning error 

1.16 m 0.92 m 

Table 2. Accuracy of the tree position without and with stem 
detection 
 

4. DISCUSSION 

Conceptually, the presented approach to single tree detection 
from airborne LIDAR data goes one step further than existing 
methods by using the CHM and additional information inside 
the tree. It leads to an improvement of the detection rate of 
single trees in the intermediate and upper forest layer by 
detecting tree stems. This refinement of the detection rate could 
be expected since (i) in many cases neighbouring trees do not 
appear as two clear maximums in the raw data and (ii) the 
smoothing of the CHM blurs the maximums. Apparently, as 
already pointed out by some other authors (e.g. Solberg et al., 
2006), the smoothing of the reconstructed CHM influences the 
quality of the single tree detection considerably. In general, a 
strong smoothing deteriorates the detection rate but decreases 
the number of false detected trees. However, a slight smoothing 
is necessary to avoid the finding of several wrong local 
maximums in one tree. Note that the surface reconstruction 
method in our approach works like an edge preserving filter 
which automatically adapts to local surface structures. 
However, a weak smoothing factor of 0.3 is still needed since 
otherwise the surface gets too noisy. The second advantage of 
the presented method is that the position of detected trees is 
significantly improved. This is also not very surprising since the 

intersection of the detected tree stem with the DTM must be 
more precise than the tree position derived from the CHM 
maximum. Thirdly, the stem detection checks the hypothesis of 
stem positions which have been derived from the CHM. The 
restrictions of the approach are that only trees in the upper and 
intermediate forest layer can be additionally detected. It fails in 
the lower layer where stem hits are rare and stems points can 
not be clearly clustered. Also, the tree height still depends on 
the highest point found in the raw data contained in the stem 
cylinder Vstem. Thus, in all cases where the tree belonging to the 
detected stem is covered by a taller tree the derived tree height 
htree can be erroneous. Moreover, so far we have not 
implemented to go back to the raw data and to find a new 
segmentation of the tree crowns using the stem information. 
 
Heurich (2006) reported recently on segmentation results using 
conventional first/last pulse data captured – like our data – in 
the Bavarian Forest National Park. He applied the segmentation 
approach developed by Persson et al. (2002). In detail, the 
detection rates for coniferous trees were 51%, for deciduous 
trees 40 %, and on average 45 %. These results are slightly 
worse than our results, but cannot be directly compared, 
because the test plots of that study were not exactly the same. 
However, the comparison is important since it refers to the 
same forest type. The study of Persson et al. (2002) reports on a 
detection rate of 71 % of all trees with a DBH larger than 5 cm 
for a Scandinavian forest dominated by spruce and pine. The 
positional accuracy of the stem positions was 51 cm. Recently, 
Solberg et al. (2006) presented a study for a structurally 
heterogeneous spruce forest with an overall detection rate of 66 
% and commission rate (=false detections) of 26 % if the CHM 
is smoothed 3 times with a Gaussian filter of size 30 cm. 
 
  

5. CONCLUSIONS 

The study presents a novel single tree detection based on a 
combined surface reconstruction and stem detection. The results 
attained in heterogeneous forest types show clearly that the 
detection rate and position of single trees can be improved in 
the upper and intermediate layer. Future research should be 
focussed on (i) the improvement of the segmentation of the tree 
crowns using the stem information (ii) the analysis of the 
point’s intensity and pulse width the waveform decomposition 
provides. More important, a rigorous 3D segmentation of the 
trees based on the points and the intensity and pulse width 
should be tackled to fully reconstruct the trees even in the lower 
layer. 
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Plot 55 56 57 58 74 81 91 92 93 94 95 All 
plots 

Average age [years] 240 170 100 85 85 70 110 110 110 110 110  

Size [ha] 0.14 0.23 0.10 0.10 0.30 0.30 0.36 0.25 0.28 0.29 0.25 2.60 

Number of trees per ha 830 340 450 440 700 610 260 170 240 250 240 390 

Number of trees in lower layer 76 31 0 10 11 29 31 13 7 15 6 229 

Number of trees in intermediate layer 22 19 4 4 33 59 11 3 2 4 0 161 

Number of trees in upper layer 18 27 41 30 165 96 53 27 58 54 53 622 

Percentage of deciduous [%] 5 10 0 14 29 100 76 100 64 97 10 49 

Detected trees lower layer [%] 1 7 0 0 0 0 7 8 0 0 0 3 

Detected trees intermediate layer [%] 32 42 25 25 6 0 9 0 50 0 0 13 

Detected trees upper layer [%] 56 74 81 73 69 57 85 85 72 94 89 74 

Total number of detected trees [%] 16 39 76 52 55 30 51 56 64 70 80 49 

Without 
“stem 
detection”  

False detected trees [%] 1 1  0 0 1 8 8 19 9 7 3 5 

Detected trees lower layer [%] 1 7 0 0 0 0 7 8 0 0 0 3 

Detected trees intermediate layer [%] 32 42 75 25 30 0 9 33 100 0 0 21 

Detected trees upper layer [%] 56 74 93 73 77 57 89 85 76 96 91 78 

Total number of detected trees [%] 16 39 91 52 66 30 53 58 69 71 81 53 

With 
“stem 
detection” 

False detected trees [%] 1 1 0 0 7 9 12 19 13 8 12 7 
Table 1. Detection of trees in the reference plots 
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ABSTRACT: 
 
A new method for building change detection from Digital Surface Models (DSM) and multi-spectral images is presented. The DSM 
can be generated from Airborne Laserscanner (ALS) data or by image matching techniques. From the multi-spectral image, the 
Normalised Difference Vegetation Index (NDVI) is computed and used in the change detection process. The workflow of the method 
consists of two stages. In the first stage, the DSM, the NDVI, and surface roughness parameters derived from the DSM are used in a 
classification technique based on the Dempster-Shafer theory for data fusion. In the case of ALS data, the height differences between 
DSMs created from first and last pulse data can also be considered. This technique is used to detect buildings. In the second stage of 
processing, these building detection results are compared to an existing building data base, and changes between the existing data 
base and the new data set are determined. This paper focuses on the second processing stage, in which the actual change detection is 
carried out. The method is designed to classify buildings and building parts as being confirmed, changed, new, or demolished. The 
change detection method considers the facts that the original data and the building detection results can have a different topology and 
that small differences between the data from the two epochs might be caused by different levels of generalisation or errors caused by 
a misalignment or insufficient resolution of the sensor data. Examples for the performance are given using DSMs generated both 
from ALS data and by image matching, highlighting the different properties of these data for building change detection.  
 
 

1. INTRODUCTION 

1.1 Motivation and Goals 

Automatic building detection has been an important topic of 
research in Photogrammetry for more than a decade. In order to 
achieve results compliant with mapping scales of 1:1000-
1:10000, multi-spectral aerial imagery and/or airborne laser 
scanner (ALS) data have been used (Matikainen et al., 2003; 
Rottensteiner et al., 2007). In many industrialised countries 
there exist 2D maps or building databases. Due to the dynamic 
nature of industrialised societies, building data collected at a 
certain time become outdated rather quickly. To speed up the 
production cycle for keeping such databases up-to-date, it is 
desirable to automate the detection of areas where buildings 
have changed. It is the goal of this paper to describe such a 
method for building change detection based on Digital Surface 
Models (DSMs) and multi-spectral imagery. This method is 
based on an adaptation of previous work on automatic building 
detection (Rottensteiner et al., 2007). The building detection 
results are compared to the existing map, and a classification is 
carried out to determine the changes between the two epochs. 
This classification has to take into account deviations between 
the two data sets that might be due to different degrees of 
generalisation and to small registration errors between the 
original data captured at the two epochs. It also has to consider 
the fact that the topology of the existing map and the 
automatically detected buildings might be different (Ragia and 
Winter, 2000). The method will be applied to DSMs generated 
from ALS data and by digital image matching, showing how 
well these different data sets are suited for the purpose of 
change detection for updating existing building data bases. 
 

1.2 Related Work 

There are two basic approaches to the problem of change 
detection (Vosselman et al., 2004). If original data are available 
for two different epochs t1 and t2, change detection can be 
carried out by comparing the two datasets and inferring changes 
from the differences detected in the original data. This has been 
applied in the past to detect changes in buildings after 
earthquakes based on their different appearance in DSMs 
generated by ALS (Murakami et al., 1998). In the second 
scenario, a map or a digital data base is available for epoch t1 
and original data are only available for epoch t2. Change 
detection is carried out to keep the map up-to-date. In order to 
infer changes, the original map can be compared to the new 
sensor data directly. If ALS data are used for change detection, 
changes in buildings will result in height differences between a 
3D city model and the new DSM. However, if the original data 
are only available in 2D, this cannot be directly exploited. This 
problem can be circumvented by detecting the objects of 
interest independently in the new sensor data and comparing the 
object detection results to the original map (Vosselman et al., 
2004). This strategy does not take into consideration the fact 
that a building exists in the original map, it is not unlikely that 
there will still be a building at epoch t2.  
 
Matikainen et al. (2003, 2004) detect buildings in ALS and 
aerial image data and then compare the results to building 
segments from an existing map. The method applies rule-based 
classification techniques separately to the building detection 
results and to the buildings of the existing map, based on the 
percentage of the area of a building that overlaps with any 
building in the other data set. Buildings in the existing data set 
are classified as detected, partly detected, and not detected, 
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whereas buildings in the new data set are classified as new, 
enlarged, or old. Small errors caused by alignment errors and 
by the generalisation of the existing map are considered by 
selecting thresholds different from 100% for classifying a 
building as old or detected. A common visualisation of these 
two classification results is presented on a per-pixel basis, but 
no further object-based analysis is carried out.  
 
Vögtle and Steinle (2004) present a method for building change 
detection from ALS data that is based on a comparison of an 
existing map and the DSM corresponding to that map with the 
newly detected buildings and the corresponding DSM. Change 
detection results in a classification of buildings as not-altered, 
new, demolished, added-on, or reduced. In a first step, the 
overlap ratio between buildings is evaluated for both the old 
and the new data set. This leads to an initial classification of 
buildings as new, demolished, or other. The buildings not yet 
classified have a correspondence in the other data set, and are 
further classified as not-altered, added-on, or reduced based on 
an analysis of the height changes of the DSM in the areas 
covered by corresponding segments. Thus, this is an example 
for a change detection algorithm that uses the original data for 
both epochs. The advantage that this method can also detect 
height changes is contrasted by the problem of actually having 
access to such data.  
 
Vosselman et al. (2004) present a method for comparing an 
existing map with the results of a building detection technique 
using ALS data. They give a list of errors that might result in 
differences between the existing map and the newly extracted 
buildings, namely generalization, random noise, systematic 
alignment errors, and object selection, the latter being a variety 
of generalization. Morphologic filters are applied before the 
comparison of the two data sets to compensate for errors caused 
by generalization, and an offset between corresponding 
segments is determined by a matching technique for coping 
with alignment errors.  
 
In (Rottensteiner et al., 2007), a method for building detection 
by the fusion of ALS data and a normalised difference 
vegetation index (NDVI) derived from the red and the infrared 
bands of a multi-spectral image was presented. This method has 
been modified so that it can be applied to building change 
detection. The main focus of this paper will be on describing a 
new change detection method that is based on a comparison of 
the existing map and the results of building detection.  
 
1.3 Method Overview 

Building change detection requires a DSM generated either 
from ALS data or by image matching and, optionally, an NDVI 
image generated from a geocoded multi-spectral image. The 
DSM, the NDVI, and surface roughness parameters derived 
from the DSM are used in a building detection technique based 
on the Dempster-Shafer theory for data fusion. In the case of 
ALS data, the height differences between DSMs created from 
first and last pulse data can also be used. This classification 
technique has been modified so that it can also consider the 
existing building data base. An outline of the modified building 
detection method will be given in Section 2. In a second 
processing stage, the results of building detection are compared 
to an existing building data base and changes between the 
existing data base and the new data set are determined. This 
method can handle data sets of different topology and will be 
described in Section 3. Section 4 will present first results, 
whereas conclusions will be drawn in Section 5. 

2. BUILDING DETECTON 

The input to the method for building detection presented in 
(Rottensteiner et al., 2007) comprises up to four data sets 
generated from the raw data in a pre-processing stage. The 
minimum set of input data consists of a DSM grid and a Digital 
Terrain Model (DTM). The DSM can be derived from ALS data 
or by image matching. For the experiments described in 
Section 4, the DTM was derived from the DSM by hierarchic 
morphologic filtering (Rottensteiner et al., 2005). If ALS data 
are used, a DSM grid representing the height differences 
between the first and the last pulse can also be used. The fourth 
data set that can be used in building detection is the NDVI.  
 
Building detection is based on the theory of Dempster-Shafer 
for data fusion. In Dempster-Shafer fusion, the output of a set of 
“sensors” is used for a classification process in which n classes 
Cj ∈ θ  are to be discerned. Denoting the power set of θ  by 2θ, 
a probability mass fulfilling certain constraints has to be 
assigned to every class A ∈ 2θ (i.e., also to any combination of 
the original classes) by each sensor. The probability masses 
from the individual sensors can be combined, and from these 
combined probability masses, two parameters can be computed 
for each class: the Support of a class is the sum of all masses 
assigned to that class, and the Plausibility sums up all 
probability masses not assigned to the complementary class 
of A. The accepted hypothesis Ca ∈ θ  is determined according 
to a decision rule. The Dempster-Shafer theory also provides a 
measure for the Conflict in the sensor data (Klein, 1999).  
 
Building detection starts with a Dempster-Shafer fusion process 
carried out for each pixel of the DSM to achieve a classification 
of the input data into one of four classes: buildings (B), trees 
(T), grass land (G), and bare soil (S), thus θ = {B, T, G, S}. The 
model for the distribution of the evidence from each sensor to 
the four classes assumes that each sensor i can separate two 
complementary subsets of θ, UCi and UCi‘. The probability mass 
Pi (xi) assigned to UCi by the sensor i depending on the sensor 
output xi is modelled to be equal to a constant Pl for xi < xl. For 
xi > xu, it is modelled to be equal to another constant Pu, with 
0 ≤ Pl < Pu ≤ 1. Between xl and xu, the probability mass is 
modelled by a cubic parabola with horizontal tangents at xi = xl 
and xi = xu. The probability mass [1 - Pi (xi)] is assigned to UCi‘. 
No other assumptions about the distributions of the sensor data 
with respect to the classes are required. The combined 
probability masses are evaluated for each pixel, and the pixel is 
assigned to the class of maximum support. Originally, up to five 
“sensors” could be used in this process. The height differences 
ΔH between the DSM and the DTM help to distinguish elevated 
objects from the ground, thus UCΔH = B ∪ T. Two surface 
roughness parameters computed from the first derivatives of the 
DSM, namely strength R and directedness D, are also used in 
the classification process. Large values of surface roughness are 
typical for trees, thus UCR = T and UCD = T. However, D is only 
used if R differs significantly from 0. The height differences 
ΔHFL between the first and the last pulse DSMs also distinguish 
trees from other classes: UCΔHFL = T. Finally, the NDVI is an 
indicator for vegetation, thus UCNDVI = T ∪ G. The uncertainty 
of the NDVI in shadow areas can be considered by modulating 
the probability masses depending on the standard deviation of 
the NDVI. In (Rottensteiner et al., 2007) it was shown how the 
parameters of the model for the probability masses can be 
selected. The classification results are improved by a post-
classification technique aiming at re-classifying isolated pixels 
and pixels having a high conflict value. Initial building regions 
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are determined as connected components of “building pixels”. 
A second Dempster-Shafer fusion process is applied to these 
regions, using four cues representing average values for each 
building region to eliminate regions actually corresponding to 
trees. The result of building detection is the label image of the 
remaining building regions. The boundaries of these building 
regions can be extracted in vector format, too. 
 
For the purpose of building change detection, a further optional 
input “sensor” was integrated into the first Dempster-Shafer 
fusion process. In many scenes, the amount of change will not 
be high, so that the original map gives an indication where 
buildings are to be expected. Thus, if a pixel is situated inside a 
building in the original map, it is more likely still to be inside a 
building at epoch t2 than not. On the other hand, if the pixel is 
not inside a building in the original map, it is also more likely 
that it is not inside a building at epoch t2. Let the probability 
that a pixel inside a building in the original map is still a part of 
a building at epoch t2 be denoted by PB, and the probability that 
a pixel not being inside a building in the original map is not 
inside a building at epoch t2 by P¬B. For a pixel inside a 
building in the original map, a probability mass equal to PB can 
be assigned to class B, and (1 - PB) to class T ∪ G ∪ S. If the 
building is not inside a building in the original map, P¬B is 
assigned to class T ∪ G ∪ S and (1 - P¬B) is assigned to class B. 
Thus, a bias is introduced by the original map, which can 
especially help to confirm small buildings that might otherwise 
be classified as trees. In the current implementation, P¬B = PB is 
assumed, and the user has to specify the value for PB. Typically, 
PB is chosen between 60 % and 75 %. The user can also decide 
not to consider the original map in the classification if the 
amount of change in the scene is high.  
 
 

3. BUILDING CHANGE DETECTION 

Change detection is based on a comparison of label images: the 
“existing label image” generated from the existing map and 
containing the labels le ∈ Le, and the “new label image” 
generated by the building detection method and containing the 
labels ln ∈ Ln. The goal of change detection is three-fold:  
 
1. A classification of the buildings in the existing map as 

either confirmed, changed, or demolished; 
2. The detection of buildings that are found to be new; 
3. A delineation of the outlines of both the changed and the 

new buildings, showing demolished and new building parts 
for the changed buildings.  

 
Since the two data sets will usually have different topologies, 
these goals are achieved in a procedure consisting of two stages. 
The first stage is a topological clarification of the new data set 
by matching its labels to those of the existing label image in 
order to achieve topological consistency between the two 
epochs. This is followed by the actual classification to detect the 
changes. The output of change detection consists of a “change 
map” showing the actual changes between the epochs according 
to the classification results described above, and a label image 
describing the state at epoch t2.  
 
3.1 Topological Clarification 

For each co-occurrence of two labels le ∈ Le and ln ∈ Ln, the 
overlap ratios pne = nn∩e / nn and pen = nn∩e / ne are computed, 
where nn∩e is the number of common pixels assigned to the 

region ln in the new label image and to le in the existing label 
image, nn is the total number of pixels assigned to the region ln 
in the new label image, and ne is the total number of pixels 
assigned to le in the existing label image. First, marginal 
correspondences, i.e. correspondences that do neither contribute 
significantly to ln nor to le, are eliminated. Using a user-defined 
threshold tm (typically, 10 %), all correspondences with pne < tm 
and pen < tm are eliminated. As a result, a set of correspondences 
between labels le ∈ Le and ln ∈ Ln is obtained. Figure 1 shows 
two sets of labels Le and Ln, with correspondences depicted by 
lines. If the topology of the two data sets were identical except 
for new or demolished buildings, each label would have no or 
one line connecting it to a label in the other data set. As the 
topology is not identical, six cases must be distinguished (cf. 
Figure 1):  
 

 
 

Figure 1.  Two sets of labels Le and Ln and correspondences 
between labels li

e ∈ Le and lj
n ∈ Ln.  

 
1. A label in Le not having any corresponding label in Ln 

indicates a demolished building (e.g. l1
e in Figure 1). 

2. A label in Ln not having any corresponding label in Le 
indicates a new building (e.g. l2

n). 
3. A label in Le having exactly one corresponding label in Ln 

(e.g. l2
e and l1

n) indicates a confirmed or a changed building. 
4. If a label in Le has M corresponding labels in Ln (e.g. l3

e, l3
n 

and l4
n), the original building is split into several labels. It can 

be either confirmed or changed. The splitting can be caused 
by the actual demolition of building parts, or it can just be 
caused by height discontinuities within a building.  

5. If a label in Ln has N corresponding labels in Le (e.g. l5
n, l4

e 
and l5

e), several existing buildings are merged. Again, this 
might be the result of some actual changes or not. It typically 
occurs with terraced houses having identical roof heights.  

6. If a set of M labels li
e ∈ Le corresponds to a set of N labels 

lj
n ∈ Ln (e.g. l6

e, l7
e, l8

e, l6
n and l7

n), buildings or building parts 
are both split and merged, and there are ambiguities with 
respect to the correct correspondence of some of the new 
labels (Figure 2). 

 
In all except the first two cases, there can additionally be 
building parts that overlap with the background in the other 
label image, i.e., new or demolished parts of changed buildings.  
 
In order to obtain a classification on a per-building level for all 
existing buildings, the ambiguous case 6 has to be resolved first. 
Assuming the topology of the existing label image to be correct, 
the new label image has to be changed so that no ambiguities 
occur. This can be achieved by splitting any label lj

n that 
corresponds to more than one label in Le and / or has a 
significant overlap with the background. This shall be explained 
using the example in Figure 2. The existing label image, shown 
in the upper row, contains two labels l1

e and l2
e. The second row 

shows the results of building detection. There are altogether five 

      
Ln 

      
Le   

 l1
n l2

n l3
n l4

n l5
n l6

n l7
n 

l1
e l2

e l3
e l4

e l5
e l6

e l7
e l8

e 

In: Stilla U et al (Eds) PIA07. International Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences, 36 (3/W49B)
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

147



 

labels lj
n, one of which (l2

n) overlaps with both l1
e and l2

e. The 
label l4

n also contains a new building that has been constructed 
in a gap within the building l2

e. First, new buildings or building 
parts are identified. For this purpose, a binary image of those 
building pixels in the new label image that correspond to the 
background in the existing label image is generated. This binary 
image highlights the new building pixels, but it is also affected 
by noise at the building outlines. A morphological opening 
filter is used to remove the noise. The size of the structural 
element is the minimum size of a change that can be detected, 
and is typically chosen to correspond to one to three times the 
sensor resolution. If there remain “white” pixels in the filtered 
image, new labels corresponding to new building parts can be 
detected by a connected component analysis. A label image Lc 
combining the existing labels Le and these new labels is created. 
Each label in Ln corresponding to more than one label in Lc is 
split so that each of the new labels corresponds to exactly one 
label of Lc. In order to compensate for smoothing effects of the 
morphological filter at the fringes of new building parts, the 
Voronoi diagram of Lc is used to assign pixels to one of the new 
labels. The third line of Figure 2 shows the results of this 
splitting process. Two new labels were added to Ln. The label l6

n 
corresponds to a new building part, and the label l7

n is the result 
of splitting off the part of l2

n that corresponds to l2
e.  

 

 

 

 

 
Figure 2.  First row: Existing map. Second row: Results of 

automatic building detection. Third row: New label 
image after resolving ambiguities. Fourth row: 
Results of topological clarification. 

 
Having resolved all ambiguities, the case corresponding to 
merged labels is resolved. Labels can be merged because the 
buildings are close to each other (left part of Figure 3), or 
because a new building has been constructed between them 
(right part of Figure 3). In a similar process as described above, 
new building labels are detected, and the merged label in Ln is 

split into several new labels, each corresponding either to a new 
building or to exactly one label in the existing map. 
 

 
 

Figure 3.  Clarifying the case of merged labels. Upper row: 
Existing map with two buildings. Second row: 
Results of building detection. Third row: Clarified 
label image. Left: the merged buildings are close to 
each other. Right: a new building was detected. 

 
Finally, the case corresponding to split labels is analysed. We 
want to merge all new labels corresponding to an existing label 
if the fact that these labels are separate in the new label image is 
not the result of a larger building part having been demolished. 
For that purpose, the new labels are grown by morphologic 
closing (i.e., the binary image of building pixels is closed 
morphologically, and each building pixel in the closed image is 
assigned to the label found in the Voronoi diagram of the new 
label image). If two labels are found to be neighbours in the 
closed label image, the two labels are merged. If this is not the 
case, the separation is assumed to have been caused by the 
demolition of a building part, and the original labels are 
maintained. The last row in Figure 2 shows the results of 
topological clarification after merging of the split labels. As a 
result of topological clarification, an improved version Ln

imp of 
the new building label image Ln is obtained, with some of the 
original labels in Ln having been split and others having been 
merged. Each of the labels in Ln

imp corresponds either to exactly 
one label in Le or to none (Figure 4). Each of the labels of Le 
corresponds to one or more labels of the improved version of 
Ln

imp or to none. There remaining split cases (one label of Le 
corresponding to more than one label in the improved version 
of Ln

imp) all correspond to changed buildings. 
 

 
 

Figure 4.  Two sets of labels Le and Ln
imp and correspondences 

between labels li
e ∈ Le and lj

n ∈ Ln
imp after 

topological clarification. 
 
3.2 Classification of Changes 

After topological clarification, the actual change detection is 
carried out. Again, the percentages of overlap are computed for 
each co-occurrence of two labels le ∈ Le and ln ∈ Ln

imp. 
Marginal correspondences are eliminated, which results in a 
correspondence graph like the one shown in Figure 4. A 
building is classified as new if its label ln ∈ Ln

imp does not have 
a correspondence in Le. An existing building is classified as 
demolished if its label le ∈ Le does not have a correspondence in 
Ln

imp. For all remaining building labels le ∈ Le, two binary 
images are created: a binary image of demolished pixels (i.e., 
pixels assigned to le in the existing map, but not to any of the 
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corresponding labels in Ln
imp), and a binary image of new pixels 

(i.e., pixels assigned to any of the labels corresponding to le in 
Ln

imp, but not assigned to le in the existing map). Both are 
filtered by morphological opening. The size of the structural 
element is chosen to be identical to the one used in topological 
clarification. If neither demolished nor new pixels remain after 
morphological opening, the existing building is classified as 
confirmed; otherwise, it is classified as changed. For changed 
buildings, connected components in the binary images of 
demolished and new pixels are considered to correspond to 
demolished building parts and new building parts. Finally, two 
images representing the change detection results are generated:  
 
1. A change map using different colours for new, demolished, 

confirmed, buildings as well as for confirmed, new, or 
demolished parts of changed buildings.  

2. A label image representing the new state. 
 
For generating the label image representing the new state, there 
are two options. The first option is to use the improved version 
of the new label image. As an alternative, the original building 
outlines can be used for confirmed buildings, whereas for 
changed buildings, the outlines can be a combination of the 
original outlines for those building parts that have not been 
changed and the new building parts. The second option is to be 
preferred if the original map is more accurate, e.g. if it is a 
cadastral map generated by a geodetic survey. 
 
 

4. EXPERIMENTS 

The method described in this paper was tested using two data 
sets. The first data set, captured over Fairfield (NSW), consisted 
of ALS points with a nominal spacing of 1.2 m. The first and 
the last laser pulses as well as the intensity of the returned 
signal were recorded. In addition, a colour orthophoto was 
available. From the red band of that orthophoto and the 
intensity of the signal, a “pseudo-NDVI” image could be 
generated. DSMs of a grid width Δ = 1 m were generated for 
both the first and the last pulse data. For a part of the Fairfield 
data set, the outlines of the buildings were determined by 
photogrammetric plotting with a planimetric accuracy of 
±0.2 m. In order to simulate actual changes, the label image 
generated from these outlines was modified by both adding and 
removing buildings or building parts. This modified building 
map was used as the existing map in change detection. The size 
of the test area was about 500 x 400 m2. The second data set 
was provided by EuroSDR. It consisted of a DSM generated by 
image matching, a colour orthophoto and an orthophoto 
representing the infrared band, and an existing building data 
base in the form of a binary building image. Both the DSM and 
the orthophoto had a resolution of Δ = 0.501 m. The size of the 
test area was about 1100 x 1100 m2. The DSM was very noisy, 
especially in the shadow regions, where the outlines of 
buildings were smoothed. The numerical resolution of the DSM 
heights was identical to the planimetric resolution Δ. Thus, the 
only height values occurring were full multiples of Δ. Along 
with the uncertainties of the DSM in shadow areas, this was the 
reason why surface roughness was of no use for building 
detection. 
 
Building detection using the method outlined in Section 2 was 
applied to both data sets. In Fairfield, standard parameters 
described in (Rottensteiner et al., 2007) were used for the height 
differences between DSM and DTM, the height differences 
between first and last pulse DSMs, the NDVI, and the two 

surface roughness parameters. The existing map was also 
considered in the classification process, using PB = P¬B = 75 %. 
In Toulouse, we used the DSM, the NDVI, the directedness of 
surface roughness (but not the strength), and the existing map, 
using PB = P¬B = 60 % and selecting the other parameters in the 
way described in (Rottensteiner et al., 2007). As described in 
Section 3, the results of building detection were used to detect 
changes between the original map and the new data. The 
resulting change maps, generated at the resolution of the 
respective DSM grids, are presented in Figure 5.  
 

 

 
Figure 5.  Change maps for Fairfield (above) and Toulouse 

below). Ochre/yellow: confirmed buildings/building 
parts. Blue/light grey: demolished buildings/building 
parts. Red/green: new buildings/building parts.  

 
In Fairfield, changes affecting the main buildings are detected 
correctly. All new buildings (red areas in Figure 5) and building 
parts (green) in the data set were detected. All new buildings are 
correct, and so are the majority of the new building parts. The 
few incorrect new building parts are the result of an over-
estimation of the building extents. Of course, the algorithm 
cannot really discern whether a larger area found to be new is a 
new building or only a new building part. In case of doubt, a 
new building is assumed. All demolished buildings (blue) and 
building parts (light grey) were detected. All except two 
demolished building parts are correct. However, with 
demolished buildings, the trend observed in (Rottensteiner et 

false 
positives 
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al., 2007) is confirmed: For the main buildings, the change 
detection results are correct, but for smaller structures, the 
results become more and more uncertain. Thus, the small 
buildings classified as demolished in the back yards, mostly 
garden sheds and garages, are actually too small to be detected 
by the method and hence have to be considered as false 
negatives. A comparison of the label image representing the 
new state to the reference label image was carried out to derive 
quality parameters on a per-pixel level. Completeness, 
correctness, and quality (Rottensteiner et al., 2005) were 
determined for the building pixels of the label image 
representing the new state. Completeness was 95.0 %, thus 5 % 
of the building pixels in the reference data set were not 
detected; these are mostly small buildings in the back yards. 
Correctness was 97.9 %, thus only 2.1 % of the detected 
building pixels were incorrect. The overall quality was 93.1 %. 
These numbers represent the actual classification accuracy and 
are not affected by misalignment of the data sets, because the 
original outlines were used for confirmed buildings. 
 
In Toulouse, the results are not as good as for Fairfield. Again, 
it can be observed that small buildings are not detected in the 
new data set. Many major changes are detected correctly, e.g. 
the groups of new and demolished buildings in the south-west 
of the scene. There are two very large areas of false detections: 
the large green area in the northeast corner of the scene merges 
a correctly detected new building with a parking lot, and the 
large red area in the east is actually a sports field. In both cases, 
as well as in the case of some building parts erroneously 
classified as demolished, the poor quality of the DSM in these 
areas (height variations larger than 3 m in essentially horizontal 
areas) contributed to these false classifications. Note also the 
obvious over-estimation of the large building complex in the 
western part of the scene in the shadow areas (i.e., north of the 
building). Other problems were related to trees partly 
overhanging buildings and to the general lack of ground points 
in the forested areas, the latter causing errors in the DTM 
generation process. On a per-pixel basis, completeness was 
determined to be only 89.3 %, and correctness was even poorer 
(68.1 %). Without the two problematic areas, correctness was 
still only 76.5 %. These data are partly afflicted by errors in the 
reference data. They were determined by digitization in the 
orthophoto and, thus, are not as accurate as the Fairfield 
reference data. In any case, a comparison of the results for the 
two data sets shows the importance of using a high-quality 
DSM in the classification process. 
 
 

5. CONCLUSIONS 

A new method for building change detection was presented. It 
combines DSMs, DSM roughness parameters, an NDVI image, 
and an existing map in a classification process based on 
Dempster-Shafer fusion. Comparing the building detection 
results to the existing map, a topological clarification is carried 
out, and the changes between the existing map and the results of 
building detection are classified. The classification takes into 
account the fact that small differences are likely to be caused by 
errors of building detection at the building outlines. The results 
of change detection are presented so that the user can easily 
assess which buildings are confirmed, new, demolished, or 
changed, and in case of changed buildings also the nature and 
extent of these changes. Given the importance of the DSM in 
the classification process, it is not astonishing that the method 
works considerably better with DSMs derived from ALS data 
compared to DSMs generated by image matching. However, 

this may be partly the result of the specific matching algorithm 
used to generate the Toulouse DSM. In the future, the method 
will be tested further using the remaining EuroSDR data sets. 
Further work will concentrate on improving the geometrical 
quality of the building outlines by image edges, because the 
building outlines are much better defined in the image data than 
in a DSM, especially if the latter was generated by matching.  
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ABSTRACT:

In this paper we focus on a stereo system consisting of one stationary and one moving platform. The stationary platform detects
motions and gives cues to the moving platform. When an object is in the field of view of both sensors the object’s position, velocity,
and acceleration are estimated from stereo. To prove the results a second stationary sensor platform is available to compute a reference
from traditional stereo. We describe investigations about the accuracy and reliability concerning the automatic velocity estimation of
targets in image sequences of multi-ocular systems with emphasis on moving sensor platforms. In order to make the assessment more
comprehensible, we discuss a stereo-system consisting of one stationary and one moving platform. Therefore in this context dynamic
stereo means that the stereo basis and relative orientation are varying within the image sequence.
We present image sequences originating from different sensors at different positions including one moving sensor that were recorded
during the same time span. Since all-day capability is required for warning systems predominantly infrared (IR) sensors were employed.
We took image sequences of scenarios with one or more vehicles. The vehicles moved with typical velocities in natural surrounding.
Their distances to the sensors was in the close range. The trajectories of all sensors and vehicles were registered with GPS-recorders to
obtain ground-truth data.

1 INTRODUCTION

Modern automatic surveillance and warning systems need to en-
sure the safety of high value targets. To achieve results that guar-
antee adequate protection against different attacks high quality
classifications of threats are essential. Incorporating the move-
ment patterns of active objects appearing in the field of view of
the surveillance system into the analysis of potential threats im-
proves the reliability of the classification results. This is true even
more, if the information about the movement of the objects is of
high quality. The required high quality information could be ob-
tained by a reconstruction of the trajectory of the objects in time
and space, which can be done with multi-ocular stereo vision.
Furthermore, a more precise definition of the threat is obtained,
if the accuracy of the reconstructed trajectory allows the deriva-
tion of the three-dimensional velocity and acceleration of each
object. Especially for objects moving directly towards the sensor,
the three-dimensional position, velocity or even acceleration of
the object are of highest interest, since they result in more robust
features than shape, size, texture or intensity for the analysis of
the threat. Since also moving objects need protection, e.g., con-
voys of vehicles, the necessity to discuss a moving sensor plat-
form arises. In order to make the assessment more comprehensi-
ble, we discuss a stereo-system consisting of one stationary and
one moving platform.

The analysis starts with detection and tracking of objects in each
individual image sequence. Additionally the trajectory of the
moving sensor is estimated by Structure-From-Motion methods
(Hartley and Zisserman, 2000), (Kirchhof and Stilla, 2006). The
accuracy of the trajectory and relative orientation is improved by
sliding bundle adjustment over up to 100 subsequent frames. The
resulting trajectory is then matched with the corresponding GPS-
track of the vehicle carrying the moving sensor. This ensures that
all cameras can now be described in the same coordinate sys-
tem. Afterwards the correspondence problem is solved and the
three-dimensional trajectories and velocities of the observed ob-
jects are reconstructed (Scherer and Gabler, 2004). The accuracy
of the reconstructed trajectories in space and time is assessed by

comparison to the recorded GPS-data. Furthermore to analyze
possible performance degradations arising from the movement of
sensors, we compare the results of the moving stereo system with
the results of a stereo system consisting of two stationary sensors.
The solution to the correspondence problem and the trajectory
and velocity estimation of the observed object is identical for the
stationary and the dynamic case.

1.1 Related Work

Typical approaches for the estimation of the trajectory and ve-
locity of moving objects assume that the objects move on an ob-
served plane. In this case a monocular image sequence is suffi-
cient to determine the trajectory and velocity of a moving object.
One typical example may be (Reinartz et al., 2006). Reinartz
et al. compute a georeferenced image sequence which allows
to compute the position and velocity directly from image dis-
placements. Nistér presented quite different work about dynamic
stereo (Nistér et al., 2004) introducing a system of a stereo cam-
era mounted on a vehicle. The advantage of this system is that
the stereo basis and relative orientation remain constant over the
sequence although the sensors are moving. The approach pre-
sented here is based on (Scherer and Gabler, 2004) where the
range and velocity of objects at long ranges were computed from
triangulation. Caused by the long range application the contri-
bution focuses on discretization effects in the range and velocity
estimation. For such applications the relative rotations between
the sensors is very important while the relative positioning error
can be very large without effecting the results. Therefore posi-
tioning the sensors with GPS was sufficient in that work.

Our application is in close range where the relative positioning
error induces very large disparities. Therefore the registration of
the stationary sensor positions was improved by adjustments over
many GPS-measurements supported by distance measurements.
Additionally the registration of the orientation was done by the
comparison of the sensor’s view with the view of a virtual camera
computed from laser measurements taken from a helicopter.
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1.2 Notation

We describe experiments in which we employed different vehi-
cles (V1, V2 and V3). The vehicles V1 and V2 where monitored
with three different cameras (C1, C2 and CV ). Cameras C1 and
C2 were stationary, whereas camera CV was mounted on top of
vehicle V3, which followed V1 and V2. V1 was driving in front
of V2. The positions of the vehicles were tracked with Global
Positioning Systems (GPS). The GPS-receivers are described by
the letter G. The connection to the vehicle, which’s position is
measured, is established by the use of an index that corresponds
to the vehicle, i. e. the GPS-system in the vehicle V1 is depicted
by G1. To obtain further ground-truth information we used the
information of a GPS-system GH mounted on a helicopter VH ,
which performed laser measurements of the area in which our
experiments took place.

2 DATA ACQUISITION

The data described in this paper had been recorded during a mea-
surement campaign realized by the authors and other members of
FGAN-FOM. The campaign took place at the end of September
2006.

Three infrared cameras (C1, C2 and CV ) were used as imaging
sensors. The cameras C1 and C2 were from AIM INFRAROT-
MODULE. Camera CV was from FLIR Systems. The technical
details of the cameras are summarized in table 1.

Ground truth data were recorded using the Global Positioning
System (GPS). The vehicles V1 and V2 employed portable GPS-
systems GPSMAP 76CSx (G1 and G2). V3, which carried the
Camera CV , was equipped with a GPS-mouse system (G3). The
portable GPS-systems were also used to determine the positions
of the stationary cameras C1 and C2 and some additional outstand-
ing points in the terrain.

Furthermore the terrain was scanned with a Riegl LMS Q650
laser scanner, which was mounted on a Helicopter (VH ) of type
Bell UH-1D. The scans produced several overlapping stripes
containing height profiles of the terrain. VH was equipped with
an Inertial Measurement Unit (IMU) and a GPS-antenna (GH ).
The signals from both sensors were processed by a special com-
puter in such a way that position, orientation and acceleration of
the helicopter are known during the data acquisition phase. Fur-
ther details of the helicopter equipment can be found in (Hebel et
al., 2006).

3 TRIANGULATION AND VELOCITY ESTIMATION

We are now going to describe our general approach. First we
show the general procedure of obtaining a three-dimensional
track for the case of two stationary cameras. Second the neces-
sary modifications to expand the approach to the case of moving
sensors are depicted.

Generally the approach is divided into two steps. In the first step
the image sequences of each sensor are processed separately. The

Camera FOV Spectrum No. of Pixels
C1 17.5◦ × 13.3◦ 4.4 - 5.2 µm 640 × 480
C2 18.7◦ × 14.1◦ 2.0 - 5.3 µm 384 × 288
CV 20.0◦ × 15.0◦ 3.0 - 5.0 µm 320 × 256

Table 1: Technical Data of the used IR-cameras.

results of this step are then used as input to the second step. The
second step combines the results of the analysis of the two image
sequences and constitutes the desired three-dimensional track of
the object of interest.

3.1 Stationary Case

The first step of creating a three-dimensional track applies an In-
frared Search and Track (IRST) algorithm to each of the image
sequences. This algorithm starts with pre-processing the images
to correct for sensor specific inhomogeneities. Afterwards the im-
age sequences are integrated to increase the signal-to-noise-ratio.
In the resulting sequences point like objects are tracked, so that
two-dimensional tracks of these objects are created in each image
sequence.

Figures 1, 2 and 3 show examples of the ’point-like objects’ as
seen from the cameras C1, C2 and CV . The images have been
taken at the same time. The point-like objects found by the appli-
cation of the IRST-algorithm are marked with rectangles. Please
notice that not all of the marked points in one image must have a
corresponding mark in any of the other two images. On the other
hand the blue rectangle in each image marks a point that has cor-
respondences in the other images. That point belongs to the back
of vehicle V1. An example of a two-dimensional track resulting
from one object is given in figure 4.

The second step uses the two-dimensional tracks that have
been created by the IRST-algorithm and reconstructs the three-
dimensional trajectories of objects by combining corresponding
two-dimensional tracks from the image sequences. For this re-
construction the knowledge of the camera’s position and orien-
tation are important. Further details and a theoretical discussion
of the accuracy and reliability of this approach can be found in
(Scherer and Gabler, 2004).

3.2 Dynamic Case

In the dynamic case one camera is moving during the observation.
Therefore the second step of the analysis procedure is modified in
such a way that the possible changes of the positional information
(position and orientation) of the camera are considered. These
information are obtained with Structure from Motion methods as
described later in 4.3.

Since these methods only return relative positional informations,
they have to be transformed into our reference frame by an Eu-
clidean transformation. This is done by fitting the whole track of
the moving camera CV to the whole track of the sensor carrying
vehicle V3 obtained from the GPS-system G3.

Due to the variance of the positional information obtained by our
GPS-receivers a final translation of the whole track of the mov-
ing camera is needed. This translation is obtained by comparing
the position of the moving camera at one point in time with the
position where it is seen in the corresponding image of one of the
stationary cameras.

4 CALIBRATION AND SYNCHRONIZATION

The measurement of the velocity of vehicles requires knowledge
about the time at which the vehicle is at a certain point. Since we
want to estimate the velocity from different cameras and compare
the results with ground-truth-data the data-streams of all sensors
need to be ’synchronized’ not only in time but also in space.
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Figure 1: Image from camera C1. In the center of the picture ve-
hicle V1 can be seen. Vehicle V2 follows V1. The rectangles mark
’objects’ for which two-dimensional tracks had been created by
the IRST-algorithm.

Figure 2: Image from Camera C2 taken at the same time as the
image shown in figure 1. Rectangles mark ’objects’ that had been
found by the application of the IRST-algorithm.

4.1 Spatial Registration

The positions of the stationary cameras C1 and C2 were estab-
lished by combing all available position measurements (GPS, po-
sition information derived from the laser scans of the helicopter
and some additional distance measurements), stating a minimiza-
tion problem for the position and distance differences between
the measurements and solving it with the Levenberg-Marquardt
algorithm.

As a result of this procedure we obtained the camera positions
within a precision less than half a meter, which is much better
than the variance of one of our single GPS-measurements.

Now that the position of the stationary cameras had been fixed
we obtained the orientation of the cameras with the virtual over-
lay technique. By this we use the data of the height profiles from
the laser scanner to produce ’images’ of a camera with a virtual
reality tool. These pictures are then compared with the real cam-
era image. The comparison is done in an overlay of the real and
the virtual image. The parameters of the virtual camera are then
manually modified until a reasonable conformance between both
images is reached. An example of an overlay image is seen in
figure 5.

Figure 3: Picture from camera CV taken at the same time as the
picture 1. ’objects’ resulting from the processing of this video
stream by the IRST-algorithm are again marked as rectangles.

Figure 4: Same image as in figure 1. Here a two-dimensional
track, as it resulted from the application of the IRST-algorithm to
the whole image-sequence of camera CV , is overlayed. The track
belongs to the ’object’ that had been marked with a blue rectangle
in the center of figure 1.

4.2 Temporal Registration

For the temporal registration, we need to synchronize our cam-
eras to a global time, e. g. GPS-time. Fortunately in order to
achieve the synchronization we only need to determine one con-
stant time-shift for each camera, since each image sequence is
equipped with timestamps of a local clock. We identified this
constant at that parts of the image-sequences that show starting
vehicles, since this incident could be identified with high preci-
sion in the GPS-time-stream.

4.3 Structure from Motion

Since the GPS-data contains no information about the orientation
(rotation) of the sensor an image-based reconstruction approach
is required. The reconstruction is initially computed indepen-
dently from the available GPS-data and is improved by sliding
bundle adjustment which takes the GPS-data into account. We
assume that the internal camera parameters are known for exam-
ple by the use of self-calibration techniques like (Zhang, 1999).

In the first step points of interest are detected in the first frame
(Förstner and Gülch, 1987). These points are then tracked
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Figure 5: Example of an overlay picture used to obtain the ori-
entation of camera C2. Reddish scene parts belong to the image
as seen from a virtual camera with data based on the laser mea-
surements. Bluish parts belong to the IR-image from the camera
C2.

through the sequence based on template matching (Lucas and
Kanade, 1981). Outliers of the tracking process are detected
with RANSAC (random sample consensus) (Fischler and Bolles,
1981) for homographies based on our previous work (Kirchhof
and Stilla, 2006). Every tenth frame the tracked point set is im-
proved by applying the point of interest detection to the current
frame.

The relative orientation can now be computed from the essential
matrix using the five point algorithm of Nist’er (Nistér, 2003).
This relative orientation enforces the triangulation of the corre-
sponding 3d-point set. Subsequent frames can now be stitched
to the reconstruction by linear regression followed by non-
linear minimization of the reprojection error using Levenberg-
Marquardt (McGlone et al., 2004). The 3d-point set can now
frequently be updated in a robust way by retriangulation again
using RANSAC.

As mentioned above we refine the reconstruction with bundle ad-
justment over the latest one hundred frames using Levenberg-
Marquardt taking the GPS-data into account. Although we used a
tracking and matching strategy the computed tracks may be cor-
rupted by slightly moving objects or drifts of the tracker. The
Huber robust cost function (Huber, 1981) reduces the influence
of such errors while it is still convex. Therefore no additional
local minima are induced by it.

5 EXPERIMENTS

For the comparison of the stationary case with the dynamic case
we tracked vehicle V1 with all three cameras. The figures 1 to 3
show images of the sequences. Within these images the blue rect-
angles mark the objects in the images that we used to reconstruct
the three-dimensional trajectory of V1. For the camera C1 the
two-dimensional track of the object marked with a blue rectangle
is shown in figure 4.

5.1 Stationary Case

The result of the evaluation of the stationary cameras C1 and C2
is visible in figure 6 as a blue line. Because of the field of view
of the camera C2 only the last part of the track is visible. In that
range the position of the track coincides very well with the real
track of the vehicle.

Figure 6: Reconstruction of the three-dimensional trajectory of
vehicle V1 (blue line) based on the images from the stationary
cameras C1 and C2.

5.2 Dynamic Case

Figure 7: Three-dimensional trajectory of V1 (green line) recon-
structed from the cameras C1 and CV .

For the case including one moving camera CV , which was the
main purpose of our investigation, the resulting three dimensional
track of vehicle V1 is shown in figure 7 as a green line. Again the
track is in good accordance with the track of vehicle V1, as could
be seen by comparison with the two-dimensional track shown in
figure 4.

5.3 Comparison

A more quantitative comparison of the reconstruction results with
the real trajectory of V1 as the one presented in the previous sec-
tions 5.1 and 5.2 is shown in figure 8 as a top view. The center
of the depicted coordinate system coincides with the position of
the camera C1. The vehicle V1 moves from the upper left cor-
ner to the lower right corner. It is obvious that in the stationary
(blue dots) and the dynamic case (green dots) the reconstructed
positions match well with the GPS-measurements (black dots).
At the end the dynamic track shows problems arising from in-
stabilities in computation of the position and orientation of the
moving camera CV . These problems result in reconstructed posi-
tions showing a backward moving vehicle in contradiction to the
real trajectory of V1. Possibly the problem arises from the same
source as the fact that the pitch of the camera CV needed a cor-
rection of about 1◦ before the data could be processed. Up to that
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point the results are quite good, as seen in the transition to the
track reconstructed from the stationary cameras.

Figure 8: Comparison between the positions obtained in the sta-
tionary (marked by green dots) and the dynamic (blue dots) case
with GPS-measurements. Black dots represent the positions of
vehicle V1 as measured with G1.

Based on the good three-dimensional reconstruction of the posi-
tion it is now possible to derive the velocity of the vehicle V1.
The velocity is calculated as a running linear regression over 15
time points. Figure 9 shows the results as green dots for the dy-
namic case and blue dots for the stationary case. The mean ve-
locity value from the GPS-data is shown as a black line. For both
cases the velocities vary around the mean value obtained from
the GPS-data. Obviously the velocity values from the dynamic
case are distorted by the reconstruction problems of the trajectory
mentioned in the previous paragraph, which start at 26.5 seconds
in figure 9. On the other hand it is seen, that without these prob-
lems the stationary data are a good continuation of dynamic ones.
Furthermore the figure shows that the variation of the velocity ob-
tained from the dynamic case (up to 26.5 seconds) is equal to the
variation of the velocity obtained from the stationary case.

Figure 9: Comparison of the velocities obtained from the station-
ary (marked by green dots) and the dynamic (blue dots) case. The
horizontal black line represents the mean velocity obtained from
the GPS-data.

6 CONCLUSION

We described the results obtained from systems for automatic ve-
locity estimation from stereo data. One of the systems had a fixed
stereo basis, the other had a varying stereo basis since the second
camera of the stereo pair was mounted on a moving vehicle. It
has been shown that the described approach is applicable in prin-
ciple, provided that a high quality registration of all necessary
data is available.

The structure from motion methods need to be supported by addi-
tional metrical information, e. g., GPS in our case. But the obtain-
able results seem to depend strongly on the quality of this addi-
tional information. In our case the velocity calculation was quite
good in the beginning, but failed when the position estimates ob-
tained by the structure from motion approach break down. Fur-
ther detailed investigations will be necessary to find the cause of
this failure.

7 OUTLOOK

As we pointed out above the structure from motion approach is
the bottleneck of the presented work. The 3d registration can
be improved by considering not only the relative orientation of
the monocular moving sensor but also the relative orientation be-
tween the moving and the stationary sensor. This is in general
a wide base stereo approach. Therefore the used descriptors for
points of interest have to be replaced by rotational and scale (and
in the optimal case affine) invariant descriptors like SIFT (Lowe,
2004) - or MSR - features. Additional improvement can be ob-
tained by detecting the moving objects and exclude them from
further processing.
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ABSTRACT: 

The space mission TerraSAR-X is the first German space project implemented under a Public Private Partnership (PPP). Cooperation 
partners are the German Aerospace Centre (DLR) and EADS Astrium GmbH. Within this construct, DLR will be responsible for the 
scientific use of the TerraSAR-X data, whereas commercial marketing will be undertaken exclusively by Infoterra GmbH, a wholly-
owned EADS Astrium subsidiary.  
In a co-operation between Infoterra GmbH and Joanneum Research, Value Added products and processors have been developed for 
TerraSAR-X data. These products are mainly oriented at the area of interest or are mapping products which represent a higher level 
of image processing in terms of radiometric correction and orthorectification, mosaics, subsets and merges. In this paper, these 
products are described. Further, an insight into the automated and semi-automated production chain is provided. 
 
 

1 INTRODUCTION  

Commercial users of remote sensing data require detailed data 
adapted to their individual requirements, available quickly and 
reliably, independent of daylight and weather conditions. The 
design and performance of TerraSAR-X will precisely meet 
these requirements.  

The Synthetic Aperture Radar (SAR) instrument of the 
spacecraft supplies detailed high-resolution radar imagery, day 
and night, under all weather conditions. The acquired data is the 
basis for a wide variety of products and services, such as 
sophisticated client-specific image interpretation, topographic 
maps up to a scale of 1:10,000, geo-spatial databases and terrain 
analysis used for a wide scope of applications. Other application 
sectors include environmental planning, land cover mapping, 
natural resource exploration, regional and urban development, 
crisis response and relief, insurance and risk assessment, as well 
as applications in border control, security, intelligence and 
defence. 

Based upon TerraSAR-X data, a variety of different image 
products are offered to the customers. The TS-X image products 
are differentiated into two major product groups: 

• Basic Image Products (or L1B Products), which are 
distributed by Infoterra GmbH for the commercial clients 
and by DLR for the scientific users.  

• Value Added Products (VA Products) which are further 
distinguished in Enhanced Image Products and Geo-
Information Products. 

TS-X Value Added products and processors were defined 
and developed in a co-operation between Infoterra GmbH 
and Joanneum Research. The products are distributed by 
Infoterra GmbH only. 

 

 

 

2 TERRA SAR-X BASIC IMAGE PRODUCTS 

Basic Image Products are satellite path oriented data sets. They 
correspond to the CEOS Level 1b quality. The SAR raw data are 
processed to basic image products by the TerraSAR-X Multi 
Mode SAR Processor (TMSP), which has been developed by 
DLR. For each individual order, the customer can specify 
processing options, which determine 

• the geometric and radiometric resolution, 

• the geometric projection, and 

• the auxiliary information and annotation. 

All TerraSAR-X Basic Image Products are processed and 
delivered in radar brightness β0, compatible to the detected 
ground range products from ERS-1 and 2, ENVISAT/ASAR and 
RADARSAT. In contrast to ENVISAT and ERS, the complex 
slant range products are delivered in radar brightness as well. 

With respect to the geometric projection and data representation 
of the data, the TS-X Basic Image Products are differentiated 
into four product types as follows: 

• Single Look Slant Range Complex (SSC), with amplitude 
and phase information in slant range geometry; 

• Multilook Ground Range Detected (MGD), is corrected 
from slant range to ground range projection; 

• Geocoded Ellipsoid Corrected (GEC), corrected to 
Universal Transversal Mercator (UTM) and Uniform Polar 
Stereographic (UPS) projection using the WGS84 ellipsoid 
with an average terrain height; 

• Enhanced Ellipsoid Corrected (EEC), corrected to UTM 
or UPS projection with a digital elevation model (DEM), 
e.g. the SRTM elevation models, which are available with a 
mesh width of 1 and 3 arcseconds, respectively. 

These products can be delivered as either a radiometrically or a 
spatially enhanced product. The spatial extent corresponds to the 
area accessible by the TerraSAR-X standard scene. For further 
information on the TS-X Imaging Modes and the Basic Image 
Products see [1]. 
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3 TERRA SAR-X VALUE ADDED PRODUCTS 

The TS-X Value Added Products are mainly oriented at the 
area of interest (defined by the customer) or are map 
products which represent a higher level of image processing. 
These products are called Enhanced Image (EI) Products and 
will be available immediately after the satellite’s commissioning 
phase. Geo-Information (GI) Products, which are based on 
more sophisticated processing and / or analysis methods for e.g. 
subsidence or change detection mapping will follow.  

The Value Added Products are based on TerraSAR-X Basic 
Image Products and can be generated from new acquisitions, 
catalogue orders, or a combination of both. Due to a higher 
processing level, the products provide more processing options 
than the Basic Image Products and additional auxiliary 
information. With these products, the customer is not limited to 
satellite specific images and image strips but can order a full 
geometrically and radiometrically adjusted coverage of the 
selected region of interest. Further, it is possible to generate VA 
Products from existing VA Products, e.g. a Mosaic based on 
high level orthorectified images. 

In the following section, the different Enhanced Image Products 
are described, followed by the main processing options. 

 

3.1 Enhanced Image Products 

3.1.1 ORISAR - Orthorectified image 

The Orthorectified Image product is a highly accurate geocoded 
image including terrain correction. All terrain distortions 
inherent in satellite imagery, particularly in areas with a high 
relief, are expected to be removed. Due to the major influence of 
the Digital Elevation Model (DEM) on the pixel location 
accuracy of an orthorectified image, only high precision DEMs 
are used for ORISAR production. The result shows an increased 
pixel location accuracy in comparison to an EEC product.  

The high precision DEMs used for ORISAR production can either 
be provided by the customer or be purchased from Infoterra 
GmbH. The ORISAR product is represented in map geometry. 
The standard map projections are UTM or UPS with WGS84 
ellipsoid. 

To achieve and validate high output quality for the various TS-X 
processing modes and resolution ranges, the following 
processing options can be utilized: 

• optimization and validation of the underlying sensor models 
being used for ortho-rectification; 

• automated GCP acquisition based on matching of  control 
point chips, which are already available in a GCP chip data 
base; 

• interactive GCP (Ground Control Points) acquisition using 
reference maps in order to increase the pixel location 
accuracy if necessary; 

• dedicated quality assessment of the ORISAR output product. 

The ORISAR is available with the radiometric representation in 
radar brightness β0 like the Basic Image Products by default; 
further, an additional radiometric calibration (σ0) or radiometric 
normalisation (γ0) can be ordered (description of the radiometric 
corrections see RaNSAR). 

This product is expected to provide a higher level of geometric 
correction in comparison to Basic Image Products due to higher 
quality DEMs being used and sensor model optimization 
procedures being applied. It can be interpreted very quickly and 
is ideal for combination with other sources of information. 

3.1.2 RaNSAR - Radiometrically corrected image 

The Basic Image Products GEC and EEC are delivered as radar 
brightness (β0). The customer can order an additional radiometric 
calibration or radiometric normalisation of these products. The 
resulting product is called RaNSAR (radiometrically corrected or 
normalized GEC or EEC image). 

Both corrections compensate topography-induced effects such as 
local pixel scattering area and local incidence angle. Radiometric 
calibration and normalization will lead to a calculation of the 
sigma naught (σ0) or gamma naught (γ0) coefficient, 
respectively, depending on the customer’s selection. Like the 
Basic Image Products GEC and EEC, the RaNSAR is represented 
in map geometry. The standard map projections are UTM or 
UPS with WGS84 ellipsoid. 

Radiometric correction may be preferred if the images are to be 
used for classifications which do not take angular dependencies 
of the SAR data into account. Further, it is also important in 
order to minimize the differences in the radiometry of the 
various images if several images of the same area or 
neighbouring areas are to be composed. 

3.1.3 MCSAR - Mosaic 

To cover a geographical area larger than a standard scene, 
neighbouring geocoded or orthorectified images are seamlessly 
combined into one image. Possible input products are ORISAR, 
EEC or GEC, depending on the customer’s localization accuracy 
requirements.  

For mosaicing, various processing options can be utilized, some 
being optional, others mandatory:  

• geometric quality check and optional geometric data 
adaptation in case of an insufficient geometric consistency. 
This can be done by means of low order polynomial 
transformation as well as matching-based image co-
registration; 

• radiometric quality check and optional adaptation of the 
input image data. Therefore, selected (critical) areas, e.g. 
large water bodies, can be excluded; 

• automatic detection of specific mosaicing boundaries 
(cutlines), e.g. along natural edges or line structures like tree 
lines, streets or field borders. These cutlines are used to 
generate the mosaicing source mask, which provides 
information on the source input pixel to become the 
respective output pixel in the mosaic; 

• use of source mask in mosaic production in order to avoid 
the visibility of cutting edges in the final image product. 
This will create a seamless mosaic without breaks or visible 
cutlines; 

• dedicated quality assessment of the MCSAR output product. 

The MCSAR is represented in map geometry. The standard map 
projections are UTM or UPS with WGS84 ellipsoid. The product 
provides seamless image information over a large area. It is 
quickly interpretable and combinable with other sources of 
information. Thus, it can be used for map sheet generation. 

3.1.4 OISAR - Oriented Image 

The Oriented Image is a subset of an orthorectified or geocoded 
image scene, mosaic or ascending / descending merge. The 
subset region is defined by the customer through an area of 
interest polygon or corner coordinates of the desired region. The 
product can either be characterized by the user defined area of 
interest or by a map sheet orientation according to relevant 
mapping standards or customer defined extensions. The product 

PIA07 - Photogrammetric Image Analysis  ---  Munich, Germany, September 19-21, 2007
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

158



is represented in map geometry, with the standard map 
projections UTM or UPS with WGS84 ellipsoid.  

The OISAR can be combined with other sources of information, 
so it can directly be used e.g. for map sheet generation. The 
customer receives an image that covers the specified area of 
interest rather than satellite-typical image strips that may only 
cover the area in fractions. 

3.1.5 ADMSAR - Ascending/Descending Merge 

Typical characteristics of SAR images acquired over rugged 
terrain are the radar layover, foreshortening and shadow effects, 
which are not useful in an ortho-rectified product A reduction of 
these effects can be achieved by a combination of ortho-rectified 
SAR images which have been acquired from ascending and 
descending right looking orbits. Respective merging options are 
included in the VA processing suite, resulting in a so-called 
ADMSAR product.  

During ascending/descending merge, an ascending and a 
descending ortho image are combined in order to replace no-
information areas – like layover and shadow areas – by 
information available in the respective other image. Furthermore, 
also for the information areas an “optimized” output pixel can be 
generated, based on decision and merge criteria, which consider 
e.g. the local incidence angle or pixel resolution relationship.  

The scope of delivery includes the individual source images for 
the respective ascending and descending orbits in ortho-rectified 
geometric quality. Thus, EEC, ORISAR or MCSAR generated from 
these products can be used as input to the ADMSAR generation. 
The Source Image Mask (SOU) will present the origin of each 
pixel in the product. The ADMSAR is represented in map 
geometry. The standard map projections are UTM or UPS with 
WGS84 ellipsoid. 

The ADMSAR is of particular interest for areas with steep 
mountain terrain, where shadow and layover can significantly 
disturb the analysis. 

 

3.2 Envisaged Geo-Information Products 

The following Geo-Information Products are currently planned 
and will be developed during the commissioning phase. 

3.2.1 OMSAR – OrthoMap  

The OrthoMap consists of an orthorectified image with accurate 
image geometry within a map frame annotated by a legend. It is 
generated from Oriented Images (OISAR) which in turn have been 
produced from orthorectified images (EEC, ORISAR or MCSAR 
products). The layout ranges from simple map frames to highly 
integrated cartographic products according to relevant mapping 
standards or customer specifications 

3.2.2 CDMSAR – Change Detection Map  

CDMSAR focuses on long-term monitoring of urban areas and 
settlements e.g. to detect surface sealing and urban sprawl. Such 
information can be used e.g. for urban monitoring and urban 
planning applications or map updates.  

3.2.3 SUBSAR – Subsidence Map  

The subsidence map provides information on long-term surface 
displacement in urban areas and settlements. Such vertical 
surface displacement may be caused e.g. by tectonics, subsurface 
mining, or earthquakes, and the resulting maps can be used for 
risk diagnostics.  

 

3.3 Processing options for Value Added Products 

3.3.1 Radiometric correction 

The TS-X Basic Image Products are delivered in radar 
brightness (β0) by default. However, it is possible to order a 
radiometric correction for the GEC and EEC products – called 
RaNSAR. For the ORISAR is also possible to generate radiometric 
corrected images. If one of these products is selected as input to 
ADMSAR or OISAR, the respective output can also have a 
radiometric correction. The standard MCSAR is delivered in radar 
brightness (β0). It is possible to choose between two types of 
radiometric correction: 

• Radiometric calibration: resulting in sigma naught (σ0). 
The correction factor sinα is applied to average pixel 
intensity determined from beta naught. 

• Radiometric normalization: resulting in gamma naught 
(γ0). The correction function 1/cosα  is applied to sigma 
naught. 

3.3.2 Auxiliary raster products 

All TS-X Value Added Products are accompanied by auxiliary 
raster products, which can contain conversion, positional 
information and other ancillary information. Depending on the 
Value Added Product type, different auxiliary raster products are 
available.  

Geocoded Incidence Angle Mask (GIM): The GIM contains 
information on the local incidence angle and on the location of 
radar shadowing and layover. This mask has the same coding 
and file structure as the GIM available for the EEC products [1]. 
The mask can be used for further processing, e.g. radiometric 
calibration using the incidence angle information. The GIM is 
available for ORISAR, RANSAR, and all other VA products 
derived from these products or EEC. 

Incidence Angle Mask (IAM): The IAM is an alternative 
representation of the local incidence angle information. The 
values are not coded, thus the mask can be directly used for 
further processing such as radiometric calibration using the 
incidence angle information. The IAM is available for ORISAR, 
RANSAR, and all other VA products derived from them. 

Layover and Shadow Mask (LSM): The LSM is the second 
part of the alternative representation of the GIM. It contains 
information on radar shadow and layover regions in the image. 
Like the IAM it can directly be combined with the image data. 
The LSM is available for ORISAR, RANSAR, and all other VA 
products derived from them. 

Local Resolution Mask (RES): The RES identifies the actual 
ground resolution of the SAR system for each pixel resulting 
from the local topography and incidence angle. The RES is 
available for the ORISAR and products derived from it. 

Source mask (SOU): The source mask gives a numeric value 
that allows the identification of the source input image for each 
output pixel. The Source Mask is optionally available for the 
MCSAR, ADMSAR and the OISAR. 

Enumeration files: Enumeration files consists of the Along 
Track Enumeration file (ALT) and Across Track Enumeration 
file (ACT). Both files provide the original location in SAR 
(range-azimuth) geometry for each output pixel. These files are 
useful for conversions from slant range to geocoded geometries 
(and vice-versa), e.g. for geocoding additional products co-
registered with the input image. The enumeration files are only 
available for ORISAR if it is produced with a DEM provided by 
the customer. 
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The following table gives an overview on the availability of 
Auxiliary Raster Products for TS-X Value Added Products.  

 Auxiliary files 

Product GIM IAM LSM SOU RES ALT ACT
ORISAR 9 9 9  9 9* 9* 
RANSAR 9 9 9     
MCSAR 9* 9* 9* 9 9*   
OISAR 9* 9* 9* 9* 9*   

ADMSAR 9* 9* 9* 9 9*   
* optional, depending on input products type (see description) 

 
3.3.3 Projections 

The standard cartographic projections for TS-X Value Added 
Products are Universal Transversal Mercator (UTM) and 
Uniform Polar Stereographic (UPS) with WGS84 ellipsoid. A 
transfer of the products to other projections is possible, 
depending on the required projection and customer order.  

 

 

3.3.4 File Formats 

The TS-X Value Added Products standard delivery format is 
GeoTiff. The annotation information is provided in xml format. 
COTS software (like Leica Geosystems Erdas Imagine, PCI 
Geomatics, etc) supports this format. However, it is also possible 
to order additional reformatting into e.g. ERDAS IMG, NITF, 
PCI PIX format.  

3.3.5 Scaling 

All TS-X Value Added Products are produced in 16bit. 
Sometimes the data may be reasonably reduced to 8bit, e.g. for 
visualization purposes for mapping applications, or if this scaling 
does not lead to significant loss of information detail. The 
customer can order an additional 8bit scaling of the VA Products 
image data; an automated or an interactive 8bit scaling option 
can be selected. 

REFERENCES 

[1] M. Eineder and T. Fritz (coord.), “TerraSAR-X Ground Segment, 
SAR Basic Product Specification Document (TX-GS-DD-3302), 
Release 1.4, 06. October .2006 
[2] Infoterra GmbH, TSXX Value Added Product Specification 
(TSXX-ITD-SPE-0009, in preparation, 2007 

 

PIA07 - Photogrammetric Image Analysis  ---  Munich, Germany, September 19-21, 2007
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

160



IMPROVEMENT OF INTERIOR AND EXTERIOR ORIENTATION OF THE THREE
LINE CAMERA HRSC WITH A SIMULTANEOUS ADJUSTMENT

Michael Spiegel

Photogrammetry and Remote Sensing, Technische Universität, München, 80333 Muenchen, Germany
spiegel@bv.tum.de, www.remotesensing-tum.de

WG I/2, WG III/2, WG III/4, WG III/5, and WG IV/3

KEY WORDS: Three line camera, interior orientation, exterior orientation, HRSC, combined adjustment

ABSTRACT

Since January 2004 the High Resolution Stereo Camera (HRSC) on board the ESA Mission Mars Express (MEX) is imaging the
surface of planet Mars in color and stereoscopically in high resolution. As part of the entire data processing concept the Institute of
Photogrammetry and GeoInformation (IPI) of the Leibniz Universität Hannover and the Department Photogrammetry and Remote
Sensing (FPF) of the Technische Universität München are jointly responsible for the photogrammetric adjustment of the MEX-HRSC
orientation data. This will be accomplished by registration of the HRSC data to the Mars Observer Laser Altimeter (MOLA) data
of Mars Global Surveyor Mission using single strips or neighboring strips forming a block. With the result of the processing chain,
high quality products such as Digital Terrain Models (DTMs), ortho-image mosaics and shaded reliefs can be derived from the
imagery. In this paper the concept of simultaneous adjustment of interior and exterior orientation and results of photogrammetric point
determination is described.

1 INTRODUCTION

The ESA mission Mars Express Mission (MEX) with the High
Resolution Stereo Camera (HRSC) on board started the orbiting
phase in January 2004. During the first three years more than
1400 stereo images were acquired.

The primary goal of the Photogrammetry and Remote Sensing
(FPF) at the Technical University of Munich is to determine the
exterior and interior orientation of HRSC orbiting planet Mars
during Mars Express mission. In general, the classical pho-
togrammetric point determination requires image coordinates of
tie points, constant interior orientation, and ground control points
(GCP). In case of HRSC on Mars Express tie points will be mea-
sured automatically in the images by means of image matching.
Interior orientation is known from calibration. Observations for
the exterior orientation will be derived from star observation, In-
ertial Measurement Unit (IMU) measurements, and doppler mea-
surements. Unfortunately, these observations for the parameters
of the exterior orientation will probably not be precise enough
for a consistent photogrammetric point determination on a global
level.

Additional control information is necessary in order to fit pho-
togrammetrically derived object points into the existing reference
system on Mars. On Mars there are only few precisely known
points which can serve as classical GCPs. But there is a large
number of ground points measured by MOLA. The characteris-
tics of the laser points are, that they can not be identified in the
images in an easy way. I.e., image coordinates of most of these
points can not be measured, and therefore, it is not possible to
treat them as normal GCPs in a bundle adjustment. As a remedy
it is proposed to use control surfaces derived from the MOLA
points.

2 DATA SOURCES

2.1 High Resolution Stereo Camera (HRSC)

The HRSC is a multi-sensor pushbroom camera consisting of
nine Charge Coupled Device (CCD) line sensors for simultaneous
high resolution stereo, multispectral, and multi-phase imaging. It
has one panchromatic nadir channel, four panchromatic stereo
channels, and four channels for color. The convergence angles
between the nadir- and the stereo sensors are 21 and 14 gon. Fig-
ure 1 shows a HRSC Nadir image with tie points.

Figure 1: HRSC Nadir image with tie points(red)

The sensor arrays with 5184 active pixels each are arranged per-
pendicular to the direction of flight in one focal plane. The im-
ages are generated by catenating the continuously acquired line-
images. The result is one image per sensor and orbit. One image
strip includes all images of one orbit. The pixel size on ground
of 12 m will be reached at an altitude of 270 km at pericentre and
increase to 50 m at an altitude of 1000 km (Neukum and Hoff-
mann, 2000). At pericentre one image strip covers an area of
about 60 km across trajectory. In general, the strip has a length
of about 400 km up to 4000 km.

The three-dimensional position of the spacecraft is determined
by the European Space Agency (ESA) applying a combination of
doppler shift measurements (up to 15 times per orbit), acquisition
of ranging data, triangulation measurements, and orbit analysis.
The orbit accuracy at the pericentre is given as an interval of
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maximum and minimum accuracy for the whole mission duration
(Hechler and Yáñez, 2000). In direction of flight, perpendicular
to the direction of flight, and radial direction the accuracy of the
orbit is assumed to be about 1000 m.

The attitude of the spacecraft is commanded by European Space
Operation Center (ESOC). With this predicted attitude, the or-
biter adjust themselves using measurements of star tracker cam-
eras and from an Inertial Measurement Unit (IMU). But, for pho-
togrammetric point determination only the predicted attitude is
available. Therefore, the accuracy of the nadir pointing results
from a combination of attitude errors and navigation errors. The
values for accuracies are 25 mdeg for all three rotation angles ϕ
(pitch), ω (roll), and κ (yaw) (Astrium, 2001).

2.2 Mars Observer Laser Altimeter (MOLA)

In February 1999 the Mars Global Surveyor (MGS) spacecraft
entered the mapping orbit at Mars. During the recording time
(February 1999 to June 2001) the MOLA instrument acquired
more than 640 million observations by measuring the distances
between the orbiter and the surface of Mars. In combination with
orbit and attitude information these altimeter measurements have
been processed to coordinates of object points on the ground.
Therefore, each orbit results in one track of MOLA points (Smith
et al., 2001).

In addition to the surface described by the original, irregularly
spaced MOLA track points NASA (Neumann et al., 2003) dis-
tributed a grid-based global Digital Terrain Model (DTM) which
is derived from these MOLA points (see Figure 2). The accuracy
of DTM is 200 m in planimetry and 10 m in height.
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Figure 2: MOLA DTM

3 CONCEPT

In this Section the concept of automated measurement of image
coordinates of tie points and the bundle adjustment will be de-
scribed.

3.1 Matching

For automatic extraction of image coordinates of tie points soft-
ware hwmatch1 is used. Originally, hwmatch1 was developed
at the FPF in Munich for frame images. The IPI implement in
hwmatch1 the extended functional model for three line imagery
(Ebner et al., 1994) and modified the software according to the
requirements of the Mars Express Mission (Heipke et al., 2004,
Schmidt et al., 2005).

As input data the matching needs images, the observed exterior
orientation, and the calibrated interior orientation parameters. As
an optional input it is possible to use a MOLA DTM as approxi-
mate information.

The matching uses feature based techniques. Point features are
extracted of the entire images using the Förstner operator. The
images of all sensors are matched pairwise in all combinations
using the cross correlation coefficient as similarity measure. The
results of pixel correlations are sets of image coordinates of tie
points for each image. In addition, the results are refined step
by step through different levels of image pyramids. To optimize
the results of lowest image pyramid, a Multi Least Image Squares
Matching (MI-LSM) is used.

3.2 Mathematical model of bundle adjustment

In the bundle adjustment the concept of orientation points pro-
posed by (Hofmann et al., 1982) is used. This approach estimates
the parameters of the exterior orientation only at a few selected
image lines, at the so-called orientation points. Additional DTM
data as control information is used to fit photogrammetrically de-
rived object points into the existing reference system on Mars.

3.2.1 Collinearity equations. The mathematical model for
photogrammtric point determination with a three-line camera is
based on the well known collinearity equations. These equa-
tions describe the fundamental geometrical condition that the rays
through the three corresponding image points and the correspond-
ing perspective centers intersect in the object point Pi (see Fig-
ure 3).

P (X Y Z )i i i i

object point

orientation image

trajectory

Figure 3: Imaging principle with three line camera

Two collinearity equations (Equation (1)) are established for each
observed image coordinate. For every object point Pi there are
several equations, because observed image coordinates are found
in images of different sensors s.

xijs + x̂0s + v̂xijs
=

= c
r̂j11(X̂i − X̂j) + r̂j21(Ŷi − Ŷj) + r̂j31(Ẑi − Ẑj)

r̂j13(X̂i − X̂j) + r̂j23(Ŷi − Ŷj) + r̂j33(Ẑi − Ẑj)

(1)
yijs + ŷ0s + v̂yijs

=

= c
r̂j11(X̂i − X̂j) + r̂j21(Ŷi − Ŷj) + r̂j31(Ẑi − Ẑj)

r̂j13(X̂i − X̂j) + r̂j23(Ŷi − Ŷj) + r̂j33(Ẑi − Ẑj)
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with

xijs , yijs : observed image coordinates of object point
v̂xijs

, v̂yijs
: residuals of image coordinates

X̂i, Ŷi, Ẑi : coordinates of object point Pi

X̂j , Ŷj , Ẑj : coordinates of projective center
r̂j11 , .., r̂j33 : elements of rotation matrix (Spiegel, 2007)
x̂0s , ŷ0s : unknown parameters of interior orientation
c : constant parameter of interior orientation

Generally, the collinearity equations are formulated for euch pair
of image coordinates. For this, it is necessary to improve the ex-
terior parameters for each image line in which observed image
coordinates are available. But, this is not possible because of ge-
ometric reasons. In the case of Mars Express (satellite Orbit) the
trajectory is assumed to stable and the parameters of the exterior
orientation are improved only at few selected positions m (ori-
entation points). But, for all collinearity equations the exterior
orientation parameters are needed. Therefore, the parameters of
exterior orientation (X̂j , Ŷj , Ẑj , ϕ̂j , ω̂j , κ̂j) laying between the
orientation are formulated with Lagrange polynomials of grade
three (Spiegel, 2007).

3.2.2 Observed unknowns. In the case of Mars Express,
there are observed parameters of exterior orientation of each im-
age line. At the orientation points m these observations can in-
troduced in the adjustment with additional observation equations
(Equation (2)).

v̂Xm = X̂m −Xm

v̂Ym = Ŷm − Ym

v̂Zm = X̂m − Zm (2)
v̂ϕm = ϕ̂m − ϕm

v̂ωm = ω̂m − ωm

v̂κm = κ̂m − κm

with

v̂Xm , .., v̂κm : residuals at exterior orientation points m

X̂m, .., κ̂m : unknown exterior orientation parameters
: at orientation points m

Xm, .., κm : observed exterior orientation parameters
: at orientation points m

To avoid interpolation problems, constant differences (δXj , δYj ,
δZj , δϕj , δωj , δκj) should be added to the exterior orientation
parameters (X̂j , Ŷj , Ẑj , ϕ̂j , ω̂j , κ̂j) at the image lines j between
the orientation points (Spiegel, 2007).

3.2.3 Systematic effects in parameter of exterior orienta-
tion. The three-dimensional position of the spacecraft is deter-
mined by ESA up to 15 times per orbit. Because of doppler shift
measurements there are systematic effects in observed exterior
orientation (see Section 2.1). To modeling these effects in bundle
adjustment it is possible to use additional bias (offset) and drift
parameters. For this, it is necessary to expand equation (2) with
bias and drift parameters (Equation (3)).

v̂Xm = X̂m −Xm + X̂B + j X̂D

v̂Ym = Ŷm − Ym + ŶB + j ŶD (3)

v̂Zm = Ẑm − Zm + ẐB + j ẐD

with

v̂Xm , .., v̂Zm : residuals at exterior orientation points m

X̂m, .., Ẑm : unknown exterior orientation parameters
: at orientation points m

Xm, .., Zm : observed exterior orientation parameters
: at orientation points m

X̂B , .., ẐB : unknown bias
X̂D, ..ẐD : unknown drift
j : number of image line

Also, additional observation equations for bias and drift has to be
introduced (Equation (4)).

v̂XB = X̂B −XB

v̂XD = X̂D −XD

v̂YB = ŶB − YB (4)

v̂YD = ŶD − YD

v̂ZB = ẐB − ZB

v̂ZD = ẐD − ZD

with

v̂XB , .., v̂ZB : residuals of bias
X̂B , .., ẐB : unknown bias
XB , .., ZB : observed bias
v̂XB , .., v̂zB : residuals of drift
X̂D, .., ẐD : unknown drift
XD, .., ZD : observed drift

The attitude of the spacecraft is given by ESOC. But, only the
predicted attitude are available (see Section 2.1). Because of this,
it is not necessary to consider systematic effects in the attitude
angles and to formulate additional equations.

3.2.4 Interior orientation. To adjust parameters of interior
orientation, two observation equations per sensor are introduced
in the bundle adjustment (Equation (5)).

v̂x0s
= x̂0s − x0s

v̂y0s
= ŷ0s − y0s (5)

with

v̂x0s
, v̂y0s

: residuals of parameter of interior orientation
x̂0s , ŷ0s : unknown parameters of interior orientation
x0s , y0s : observations of parameter of interior orientation
s : sensor

3.2.5 MOLA DTM as control information. Starting point
of this discussion about DTM data as control information is the
approach of (Strunz, 1993). This approach describes the use of
DTM as additional or exclusive control information for aerial tri-
angulation. Transferring this approach to the case of Mars Ex-
press and HRSC means that, the control information is the surface
defined by MOLA DTM and HRSC points lie on these surfaces.
A drawback of this approach is that it does not use the original
MOLA track points but interpolated DTM points. The advantage
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of this approach is that the effort to search for adequate neighbor-
ing MOLA points is reduced because the DTM has a regular grid
structure.

This approach uses a least squares adjustment with additional
conditions to get a relation between a DTM and the HRSC points.
As already mentioned, the HRSC points have to lie on a bilinear
surface defined by four neighboring MOLA DTM points, which
enclose the HRSC point (see Figure 4). This condition can be for-
mulated as a constraint on the vertical distance from the HRSC
point to the bilinear surface. Furthermore, this constraint can be
substituted by a fictive observation, used as additional observa-
tion in the bundle adjustment.
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Figure 4: Fitting HRSC point in bilinear surface defined by
MOLA DTM

The mathematical model has to be extended with an additional
observation equation per object point (Equation (6)).

v̂ZH = ẐH − ZH (6)

with

v̂ZH : residuals of height ẐH

ẐH : unknown height of object point H
ZH : fictive observation

The fictive observation ZH for one object point is generated by
bilinear interpolation of the MOLA surface (M1, M2, M3, M4)
at the point of the unknown object points X̂H , ŶH (Equation (7)).

ZH = [(1− X̂H−XM1
d

)(1− ŶH−YM1
d

) ZM1+

+ (
X̂H−XM1

d
)(1− ŶH−YM1

d
) ZM4+

+ (1− X̂H−XM1
d

)(
ŶH−YM1

d
) ZM2+

+ (
X̂H−XM1

d
)(

ŶH−YM1
d

) ZM3 ]

(7)

with

ZH : fictive observation
X̂H , ŶH : unknown coordinates of object points H
XMi , YMi , ZZi : constant coordinates of MOLA DTM

mesh points
d : mesh width of MOLA DTM

(d = XM4 −XM1 = YM2 − YM1 )

With this approach an improvement of the height (Z) can be ex-
pected, of course. An improvement in planimetry (X, Y) can only
be determined, if there are different local terrain slopes at the dif-
ferent MOLA surfaces (Ebner and Ohlhof, 1994). Figure 5(a)
shows a situation before bundle adjustment. After bundle adjust-
ment, the differences between HRSC points and MOLA DTM are
reduced (see Figure 5(b)).
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Figure 5: MOLA as control information

4 INTERIOR ORIENTATION

An investigation shows, that the parameters x̂0s and ŷ0s of inte-
rior orientation can be improved for 7 of 9 lines. Therefore, two
observation equations per sensor (=14 total) are introduced in the
bundle adjustment. The other parameters of interior orientation
are constant in adjustment.

For improvement of interior orientation, 46 orbits with good
imaging conditions are selected. For all orbits the parameters
x̂0s and ŷ0s of nadir and the two stereo channels S1 and S2 are
improved. For a part of selected orbits the color lines are not
available in adequate geometric resolution. Therefore, the color
lines can be improved only for 17 orbits. Afterwards the mean
values for all orbits are computed and only one new set of inte-
rior orientation parameters is created.

Systematic residuals at the image coordinates of one orbit before
adjustment of interior orientation is shown in figure 6. In the
figure, each sensor is divided in 8 parts. For these parts the root
mean square error is showed.
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Figure 6: Residuals of image coordinates of orbit h2063 before
adjustment of interior orientation

With new interior orientation, the residuals at image coordinates
are reduced and there are no longer systematic residuals in the
image coordinates (see Figure 7) compared to the case without
new interior orientation.
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Figure 7: Residuals of image coordinates of orbit h2063 after
adjustment of interior orientation

A comparison of Z-differences between HRSC object points and
MOLA DTM shows the advantage of this approach. Certainly,
the differences using calibrated interior orientation is better than
without any bundle adjustment. But, the results can be improved
with the new interior orientation.

5 RESULTS OF PROCESSING HRSC IMAGERY

In this section, the results of the bundle adjustment using the new
interior orientation (considered to be stable) will be discussed for
three cases: Using the nominal exterior orientation (Case A): Fig-
ure 8(a) shows the average displacements in planimetry between
neighboring strips. The average displacements are in the range of
150 m up to 200 m in planimetry. The height differences between
the HRSC object points and the MOLA DTM are irregularly dis-
tributed over the whole area (see Figure 8(b)).
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Figure 8: results before bundle adjustment

Improved exterior orientation with single strips (Case B): The
Figure 9(a) shows the average displacements between strips,
again. But, in this case the average displacements are smaller
(only 15 m up to 40 m) as in case A. Also, the height differences
are much smaller as in the case discussed before (see Figure 9(b)).

Improved exterior orientation adjusted in a block (Case C): The
best results are achieved in this case. The average displacements
in planimetry are lower than 10 m (Figure 10(a)). The improve-
ment of the height differences between the HRSC object points
and the MOLA DTM (see Figure 10(b)) is in this case only small
because of the very good results in case B.
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Figure 9: results of adjustment as single strip
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Figure 10: results of adjustment in a block

6 CONCLUSION

The parameter of exterior and interior orientation can be im-
proved by using bundle adjustment. Regarding to interior ori-
entation, a reduction of residuals at the image coordinates after
bundle adjustment can be reached. Also, the Z-differences be-
tween HRSC object points and MOLA DTM is reduced for all
1200 investigated orbits with the new interior orientation, more
or less. Therefore, it is absolutely necessary to use the new inte-
rior orientation in further investigations.

Using new interior orientation by computing single strips or
blocks with bundle adjustment, the best result is reached with the
bundle adjustment of a block. But also, the adjustment of single
strips leads to good results. Finally, there are a high consistency
between HRSC points and MOLA DTM, which constitutes the
valid reference system on Mars.
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Hofmann, O., Navé, P. and Ebner, H., 1982. DPS - A Digital
Photogrammetric System for Producing Digital Elevation Models
and Orthophotos by Means of Linear Array Scanner Imagery. In:
International Archives of Photogrammetry and Remote Sensing,
Vol. 24-III, pp. 216–227.

Neukum, G. and Hoffmann, H., 2000. Images of Mars. In:
R. Pellinen and P. Raudsepp (eds), Towards Mars!, pp. 129–152.

Neumann, G., Lemoine, F., Smith, D. and Zuber, M., 2003. The
Mars Orbiter Laser Altimeter Archive: Final Precision Experi-
ment Data Record Release and Status of Radiometry. In: Lunar
and Planetary Science XXXIV, Abstract #1978, Lunar and Plan-
etary Institute, Houston (CD-ROM).

Schmidt, R., Heipke, C., Brand, R., Neukum, G. and the HRSC
Co-Investigator Team, 2005. Automatische Bestimmung von
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Punkten, Linien und Flächen. Dissertationsschrift, DGK-C, Nr.
408, Deutsche Geodätische Kommission, München.

ACKNOWLEDGEMENTS

The author thank the HRSC Experiment Teams at DLR Berlin
and Freie Universitaet Berlin as well as the Mars Express Project
Teams at ESTEC and ESOC for their successful planning and
acquisition of data as well as for making the processed data avail-
able to the HRSC Team. The authors acknowledge the effort of
Ralph Schmidt, Christian Heipke, Heinrich Ebner, Uwe Stilla,
and Gerhard Neukum who have contributed to this investigation
in the preparatory phase and in scientific discussions within the
Team.

This work is funded by Deutsches Zentrum für Luft- und Raum-
fahrt e.V. (DLR) under grant no. 50 QM 0103. This support is
gratefully acknowledged.

PIA07 - Photogrammetric Image Analysis  ---  Munich, Germany, September 19-21, 2007
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

166



MULTI-VIEW STEREO AND LIDAR FOR OUTDOOR SCENE MODELLING

C. Strechaa , W. von Hansenb , L. Van Goola,c and U. Thoennessenb

a KU-Leuven ESAT/PSI, Belgium, {christoph.strecha,luc.vangool}@esat.kuleuven.be
b FGAN-FOM Ettlingen, Germany {wvhansen,thoe}@fom.fgan.de

c ETH Zürich BIWI, Switzerland

KEY WORDS: LIDAR , self-calibration, evaluation, multi-view stereo, Bayesian generative model based stereo

ABSTRACT:

In this paper we want to start the discussion on whether image based 3-D modelling techniques and especially multi-view stereo can
possibly be used to replace LIDAR systems for outdoor 3D data acquisition. Two main issues have to be addressed in this context:
(i) camera self-calibration and (ii) dense multi-view depth estimation. To investigate both, we have acquired test data from outdoor
scenes with LIDAR and cameras. Using the LIDAR data as reference we provide an evaluation procedure to these two major parts of the
3D model building pipeline. The test images are available for the community as benchmark data.

1 INTRODUCTION

Several techniques to measure the shape of objects in 3-D are
available. The most common systems are based on active stereo,
passive stereo, time of flight laser measurements (LIDAR) or NMR
imaging. For measurements in laboratories, one usually puts
small objects into a relatively large measurement device. In con-
trast to this, outdoor measurements require to bring the mea-
surement equipment to considerably larger objects. Traditionally,
close range photogrammetry had been used to capture objects of
architectural or archaeological interest such as buildings. This
technique required precisely calibrated cameras as well as a lot
of manual work on expensive coordinate measurement devices to
produce a result. A second technique for precise outdoor mea-
surements that has become important during the past years is the
application of LIDAR systems. In contrast to image based tech-
niques, these are able to directly produce a 3-D point cloud based
on distance measurements with an accuracy of less than 1 cm.
The downside are high costs for the system and – compared to
taking images with a camera – data acquisition is time consum-
ing.

Automatic reconstruction from multiple view imagery already is
a low-cost alternative to traditional methods, but could even be-
come a replacement to LIDAR systems once the geometrical ac-
curacy of the results could be proven. For this purpose we have
acquired LIDAR data and high resolution images for several out-
door scenes. The LIDAR data will serve as geometrical ground
truth to evaluate the quality of the image based reconstructions.

To tackle the problem of 3-D data acquisition from images, one
has to consider camera self-calibration techniques and multi-view
stereo. Camera calibration includes the computation of external
(position and orientation) and internal camera parameters. Multi-
view stereo takes this information to compute a dense 3-D model
of the scene. Both problems are usually seen separate such that
we opted to provide evaluation data and an evaluation procedure
to measure their accuracy independently. We consider this as
an first step to the necessary evaluation which considers both
problems in common1. As an example we provide evaluation
results for camera self-calibration (EPOCH, 2007) and a multi-
view stereo approach that is based on generative models (Strecha
et al., 2004, Strecha et al., 2006). The latter consists of two stages.

1Working systems that automatically produce 3-D models from un-
calibrated images are rarely available yet.

Figure 1: Example of the LIDAR data: intensity image of the
church with marked planar regions.

Firstly, a global formulation consideres all possible depth and vis-
ibility configurations of the scene (Strecha et al., 2006). This ap-
proach is relatively memory and time consuming and is therefore
suited only for small resolution images. Its advantage is the abil-
ity to find a good, often global, solution without depth initialisa-
tion (Strecha, 2007). In a second stage, the solution of this global
formulation is used as an initialisation to a PDE-based approach
that is applied to large scale images (Strecha et al., 2004).

With this contribution we want to start the discussion on whether
multi-view stereo can compete with LIDAR in terms of accuracy.
Note, that we do not treat the LIDAR data as an absolute ground
truth reference. The LIDAR itself contains errors, that are esti-
mated and translated to the image based acquisition. As a result
we evaluate image based depth modelling relative to the accuracy
of the LIDAR data. This is different from previous ground truth
data sets, where the reference data is assumed to be given with-
out errors (Scharstein and Szeliski, 2002, Seitz et al., 2006, Bell-
mann et al., 2007). A second difference is the choice for outdoor
scenes. Whereas indoor scenes can be measured by active stereo
systems, e.g. by using structured light, this is not an option for
outdoor environments. The evaluation of passive, image based
3-D modelling techniques is in that sense especially for outdoor
scenes of large practical importance.

The paper is organised as follows. Sec. 2 deals with the LIDAR

data aquisition, i.e. the registration of different scans and the ac-
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Ambiguity interval 53.5 m
Range resolution 0.8 mm
Range noise 10 m 20% 3.0 mm rms
@ distance, 10 m 100% 1.3 mm rms
reflectivity 25 m 20% 9.0 mm rms

25 m 100% 3.0 mm rms
Field of view (v×h) 310◦ × 360◦

Angular resolution 0.018◦ × 0.01◦

Angular accuracy 0.02◦ × 0.02◦ rms
Beam divergence 0.22 mrad
Points per dataset 200 million

Table 1: Specifications of the IMAGER 5003.

curacy estimation. We link the LIDAR point clouds to the images
by estimating the camera parameters and depth maps together
with all variances in sec. 3. In sec. 4 we consider the evalua-
tion procedure and show example results. Sec. 5 concludes the
paper.

2 ACQUISITION OF GROUND TRUTH DATA

2.1 Data acquisition and registration

The datasource for ground truth in our project is terrestrial laser
scanning (LIDAR). A laser beam is scanned across the object
surface, measuring the distance to the object for each position.
Modern systems also record the returned intensity of the laser
beam so that a gray scale texture image is available. We had a
Zoller+Fröhlich IMAGER 5003 laser scanner at our disposition
(tab. 1). Multiple scan positions are required for complex object
surfaces to handle missing parts due to occlusions. Even though
fully automatic methods exist for registration (Akca, 2003, Bae,
2006, Rabbani and van den Heuvel, 2005, von Hansen, 2006), we
have chosen a semi-automatic way utilising software provided by
the manufacturer in order to get a clean reference.

2-D targets are put into the scene and marked interactively in
the datasets. Then the centre coordinates are automatically com-
puted and a registration module computes a least squares estima-
tion of the parameters for a rigid transform between the datasets.
Poorly defined targets can be detected and manually removed.
The resulting mean accuracy for a single target was 1.1 mm for
the church and 1.5 mm for the fountain dataset. The targets are
visible in the camera images as well and are used to link LIDAR

and camera coordinate systems.

2.2 Preparation of point clouds

First, some filters from the software are applied to mask out bad
points resulting from measurements into the sky, mixed pixels
and other error sources. Some regions containing clutter have
been manually masked out and a 3 × 3 median filter had been
applied to the data to remove remaining noisy points.

Then, a triangle mesh has been created separately from each point
cloud so that image rays can be intersected with object surfaces.
The scan data is acquired in a system of lines and rows so that
direct neighbors are known. Four points on a square can gener-
ate zero to two triangles. The decision is based on the angle α
between the viewing ray and the normal vector of the triangle.
In order to avoid the inclusion of depth edges as surfaces, trian-
gles are only generated when cos α > 0.5. In the ambiguous case
of two triangles, the configuration that minimises the larger of the
two angles is chosen.
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Figure 2: Accuracy of
ground truth data with
respect to distance from
scanner, apparent surface
reflectivity and angle of
incidence.
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2.3 Evaluation of point cloud accuracy

The manufacturer of the LIDAR system gives an accuracy of 1.3–
9.0 mm for the range measurement based on distance and reflec-
tivity (tab. 1). In this section, we will investigate the accuracy
of our datasets. From scene knowledge, a total of 66 planar
surface patches has been manually marked (fig. 1). For all the
3-D points inside each selection, a principal component analysis
is performed. The covariance matrix of an ideal plane has rank
two, for a real plane the smallest eigenvalue equals to the variance
perpendicular to the plane. The associated eigenvector is the sur-
face normal. As further parameters, the mean point of the surface
as distance to the scanner and the mean gray value as estimate for
the surface reflectivity are computed. Results are shown in fig. 2
separately for each parameter and are ordered by the amount of
influence on the accuracy. The relationship between parameter
and accuracy has been estimated by a linear function.

The most important factor is the distance from the scanner to the
surface. For this reason, a maximum distance of 20–25 m has
been used as cut-off during data export. The linear approxima-
tion ranges from 2–6 mm over the used range interval, yielding
a variation of 4 mm. The apparent surface reflectivity is derived
from the amount of light received by the sensor. These levels do
not have a real physical meaning at this stage, but nevertheless
covered the range from 20% to 95% without any adjustments.
As with the distance, a relationship between reflectivity and ac-
curacy exists, but the magnitude is slightly smaller. The linear ap-
proximation ranges from 3.0–5.5 mm, yielding only 2.5 mm vari-
ation. The last parameter is the angle of the surface normal with
respect to the laser beam. An angle of 0◦ denotes a surface per-
pendicular to the light ray. This parameter is uncorrelated to the
surface accuracy. One should be aware that the parameters are
actually correlated, e.g. the apparent reflectivity depends on both
distance and angle of incidence.

For all 66 regions chosen, the accuracy ranges from 1.5 mm for
the best case to 7.6 mm for the worst case. The worst accura-
cies occur for regions on the church doors, which have a dark
and reflective metal surface. Our results are in accordance to the
accuracies given in tab. 1. From the diagrams an average accu-
racy of about 4 mm can be derived. Even though this value has
been computed from planar regions, it can be generalised to any
smooth object surface. In comparison to the accuracy of the tar-
gets (≤ 1.5 mm), we see that the registration error is smaller than
the surface accuracy. It can therefore be concluded, that the reg-
istration is good enough as to not disturb the results.

The accuracy of 4 mm given here for the test data is an absolute
accuracy. This is a high quality result as can be seen from the
relative accuracy: Object size and typical measurement distances
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Figure 3: Example of target measurements with their (enlarged)
covariance for the church data set.

are in the range of 15 m, leading to a relative accuracy of 3 ·10−4.
For comparison, the object size of Seitz et al. (Seitz et al., 2006)
has been 0.1 m and the accuracy given was 0.25 mm, leading to a
relative accuracy that is about ten times worse.

3 GROUND TRUTH ESTIMATION FROM LIDAR

Together with the LIDAR data the scenes have been captured with
a Canon D60 digital camera with a resolution of 3072 × 2048
square pixels. In this section we describe how the images are
calibrated and how the ground truth 3-D model is obtained by
using the LIDAR data. Our focus is thereby not only on the ground
truth estimation itself but also on the accuracy of our ground truth
data. The LIDAR depth estimates are themselves the result of
an erroneous measurement process and as such only given in a
certain error range. We propagate these errors into our image
based ground truth estimation.

Errors for the multi-view stereo evaluation are introduced by:
(i) the 3-D accuracy of the LIDAR data itself and (ii) by the cali-
bration errors of the input cameras. The latter does influence the
quality of multi-view stereo reconstructions strongly. Evaluations
that take these calibration errors into account should therefore be
based on per image reference depth maps (more details are given
in sec. 4.2) as opposed to Seitz et al. (Seitz et al., 2006), who
evaluate the stereo reconstructions by the Euclidean 3-D distance
between estimated and ground truth triangle mesh.

3.1 Mean and variance of the camera calibration

LIDAR data and camera images are linked via targets that are vis-
ible in both datasets. Thus the laser scanner provides 3-D ref-
erence coordinates that can be used to compute the calibration
parameters for each camera. For the camera calibration we as-
sume a perspective camera model with radial distortion (Hart-
ley and Zisserman, 2000). The images are taken without chang-
ing the focal length, such that the internal camera parameters
θint = {f, s, x0, a, y0, k1, k2} (K-matrix and radial distortion
parameters k1,2) are assumed to be constant for all images. The
external camera parameters are the position and orientation of the
camera described by 6 parameters θext = {α, β, γ, tx, ty, tz}.
The total number of parameters θ for N images is thus 7+6N .
To calibrate the cameras we used M targets, which have been
placed in the scene. The 3-D position Yj ; j = 1 . . . M and the
covariance ΣY for these is provided by the laser scan software.
In each input image i we estimated the 2-D position yij of these
targets as it is shown in fig. (3) and used unit covariance Σij .

Let y denote all measurements, i.e. the collection of 3-D points
Yj and the 2-D image measurements yij . The expected value of
the parameters θ = {θint, θext1 , . . . , θextN

} can be written as:

E[θ] =

Z
p(y′)p(θ′ |y′) θ

′ dy′ dθ
′. (1)

Here p(y′) is the likelihood of data, i.e. among all 3-D points
Y′

i and image measurements y′

ij only those will have a large
likelihood that are close to the estimated values y:

p(y′

ij) ∝ exp
“
−0.5(yij − y

′

ij)
T
Σ

−1

ij (yij − y
′

ij)
”

p(Y′

j) ∝ exp
“
−0.5(Yj −Y

′

j)
T
Σ

−1

Y (Yj −Y
′

j)
”

(2)

The second term, p(θ | y′), is the likelihood of the calibration.
This distribution is Gaussian and reflects the accuracy of the cal-
ibration, given the data points y′. This accuracy is based on the
reprojection error:

e(θ) =
NX
i

MX
j

(Pi(θ)Yj − yij)
T

Σ
−1

ij (Pi(θ)Yj − yij) ,

where Pi(θ) projects a 3-D point Yj to the image pixel y′

ij and
the calibration likelihood becomes:

p(θ |y) ∝ exp (−0.5e(θ)) . (3)

The covariance Σ of the camera parameters is similarly given by:

Σ=

Z
p(y′)p(θ′ |y′)

`
E(θ′)−θ

′
´ `

E(θ′)−θ
′
´T

dy′ dθ
′ .

(4)
To compute the solution of eqn. (1) and (4), we apply a sampling
strategy. The measurement distribution p(y) is randomly sam-
pled. Given a specific sample y′ the parameters θ′ are computed
by a bundle adjustmentas the ML estimate of eq. (3):

θ
′ = arg max

θ

{log p(θ |y′)} . (5)

Using eq. (5) and eq. (2) we can approximate the expected values
and the covariance in eqn. (1) and (4) by a weighted sum over the
sample estimates. As a result we obtain all camera parameters θ

by E[θ] and their covariance Σ.

3.2 Mean and variance of ground truth depth

Given the mean and variance of the camera calibration we are
now in the position to estimate the expected value of the per pixel
depth and variance. Again we sample the camera parameter dis-
tribution given by E[θ] and Σ in eq. (1) and eq. (4):

p(θ′) =
exp

“
− 1

2
(E[θ] − θ′)

T
Σ−1 (E[θ] − θ′)

”

2π
7+6N

2 | Σ |
, (6)

and collect sufficient statistics for the per pixel depth values by
the first intersection of the laser scan triangle mesh with the cam-
era ray through each pixel. The result is the mean Dij

LIDAR and
variance Dij

σ of the depth value for all pixels i in all cameras j.
An example is shown in fig. 4 for one camera. Note, that this
procedure allows to evaluate multi-view stereo reconstructions
independent on the accuracy of the camera calibration. If the per-
formance of the stereo algorithm is evaluated in 3-D (e.g. by the
Euclidean distance to the ground truth triangle mesh (Seitz et al.,
2006)) the accuracy of the camera calibration and the accuracy of
the stereo algorithm is mixed. Here, the evaluation is relative to
calibration accuracy, i.e. pixels with a large depth variance, given
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Figure 4: Mean DLIDAR (top) and variance Dσ (bottom) of the
depth with respect to one camera. Red pixels denote pixels for
which the camera ray does not intersect the laser scan model.

the uncertainty of the calibration, will influence the evaluation
criterion accordingly. The variance plot in fig. 4 shows that large
depth variance pixels appear near depth boundaries and for sur-
face parts with a large slant. Obviously, these depth values vary
most with a varying camera position. The reference depth maps
(mean) and their variance will be used for evaluation in sec. 4.2.

4 DEPTH MODELLING FROM IMAGES

The 3-D modelling from high resolution images as the only input
has made a huge step forward in being accurate and applicable
to real scenes. Various authors propose a so called structure and
motion pipeline (Akbarzadeh et al., 2006, Nister, 2004, Pollefeys
et al., 2004, Rodriguez et al., 2005, Snavely et al., 2006, Strecha
et al., 2003). This pipeline consists of mainly three steps. In the
first step, the raw images undergo a sparse-feature based match-
ing procedure. Matching is often based on invariant feature detec-
tors (Mikolajczyk et al., 2005) and descriptors (Mikolajczyk and
Schmid, 2005) which are applied to pairs of input images. Sec-
ondly, the position and orientation as well as the internal camera
parameters are obtained by self-calibration (Hartley and Zisser-
man, 2000). The third step takes the input images, which have
often been corrected for radial distortion, and the camera param-
eters and establishes dense correspondences or the complete 3-D
model (see (Seitz et al., 2006) for an overview). In the remain-
der of this section we discuss and evaluate self-calibration and
multi-view stereo on these ground truth data (fig. 3 and fig. 5).

4.1 Camera calibration

To compare results of self-calibration techniques based on our
ground truth data we first have to align both camera tracks by a

Figure 5: Example image from the fountain data set.

Figure 6: Camera calibration for the fountain data set in fig. 5

rigid 3-D transformation (scale, rotation and translation). First
the scale is estimated by using the largest camera distance within
each camera track. For one camera we estimate rotation and
translation. These values are used as an initialisation to a non-
linear optimisation that brings the evaluation track into the co-
ordinate system of the ground truth track. After alignment the
error of a certain calibration θeval is given by the negative log-
likelihood of eq. (6):

ε = (E[θ] − θeval)
T
Σ

−1(E[θ] − θeval) . (7)

As an example we tested the calibration with the EPOCH (EPOCH,
2007) software which successfully calibrated all cameras for the
fountain data set. The result of this automatic camera calibration
is shown in fig. 6, where we plot the position and orientation of
the cameras (both ground truth and the EPOCH cameras). Fig. 7
shows the difference in (x,y,z) position for each of the 25 cam-
eras w.r.t. the ground truth position. The error bars indicate the
3σ value of our ground truth camera positions. Note, the larger
variance for the first camera positions in this data set. They are
due to a larger distance to the scene which results in less reliable
camera positions. The camera positions lie within one cm from
the ground truth and the average distance is 5 times larger than
the position variance of the ground truth.
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Figure 7: Position error [m] of the self-calibration (red) for the fountain data set in fig. 5. The green error bars indicate the 3σ value of
the ground truth positions.
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Figure 8: Histogram of the depth errors for the fountain (left) and
church data set (right).

4.2 Multi-view stereo

Dense multi-view stereo applied to outdoor scenes cannot rely on
visual hulls that are very useful for indoor stereo applications as
evaluated by Seitz et al. (Seitz et al., 2006). Our test images have
high resolution in order to meet the LIDAR precision and do not
capture the object from all around. During data acquisition we
also encountered problems due to pedestrians and changing light
conditions. These aspects form a particular challenge for outdoor
stereo reconstructions.

As input to the multi-view stereo algorithms we provide the ground
truth camera calibration as estimated in sec. 3, the images, which
have been corrected for radial distortion, the bounding volume
of the scene as well as the minimal/maximal depth value w.r.t.
to each input image. We evaluate the results for our generative
model based multi-view stereo approach as formulated in (Strecha
et al., 2004, Strecha et al., 2006, Strecha, 2007).

The results of this multi-view stereo approach are shown in fig. 9
for the fountain data. The accuracy of the stereo reconstruction
Dij

Stereo is evaluated by building a histogram hk over the relative
errors:

hk ∝
X
ij

δk

“
| Dij

LIDAR −Dij
Stereo |,D

ij
σ

”
. (8)

Dij
LIDAR is the expected value of the LIDAR depth estimate at pixel

position i and camera j and Dij
σ its corresponding variance (both

shown in fig. 4). Furthermore, δk() is an indicator function which
evaluates to 1 if the depth difference | Dij

LIDAR −Dij

Stereo | falls
within the variance range [kDij

σ , (k + 1)Dij
σ ] and evaluates to

zero otherwise. The stereo estimate Dij
Stereo is obtained from

a 3-D triangle mesh by computing the depth of the first triangle
intersection with the jth camera ray going through pixel i. Its
value is given directly for multi-view stereo formulations that use
a depth-map representation (Seitz et al., 2006). All depth esti-
mates for which the absolute difference with the ground truth is
larger than 30Dij

σ and all pixels for which the multi-view stereo

Figure 9: Stereo depth-map (top) and the variance weighted
depth difference w.r.t. to the LIDAR ground truth (bottom):
white pixels indicate small relative error; missing ground truth
depth values are in red; blue pixels denote errors for which
| DLIDAR −DStereo | /Dσ ≥30.

reconstruction does not give depth estimates are collected all to-
gether in the last bin. These are all pixels indicated by blue in
fig. 9. The relative error histogram for the fountain and church
data are show in fig. 8. They can be interpreted as follows:∼40%
(∼ 34%) of the stereo depth estimates lie within the 3σ range
of the LIDAR data for the fountain (church) data set; for∼ 15%
(∼ 20%) either no stereo depth exists or the error is larger than
30 times the LIDAR variance. Note, that our evaluation is relative
to the camera calibration accuracy. This is achieved by evaluat-
ing the depth accuracy in the image by a local, pixel dependent
value of Dij

σ . Untextured renderings of the multi-view stereo and
LIDAR models are shown in fig. 10.
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Figure 10: Multi-view stereo (top) and LIDAR (bottom) render-
ings of the fountain scene.

5 SUMMARY AND CONCLUSIONS

In this paper we investigated the possibility to evaluate 3-D mod-
elling of outdoor scenes based on high resolution digital images
using ground truth acquired by a LIDAR system. An evaluation
carried out on the LIDAR data showed an average geometric ac-
curacy of the surface measurements of about 4 mm and less than
1.5 mm. This is slightly better than the accuracy achieved from
the images so that we can therefore conclude that our ground truth
is of sufficient quality for further tests.

The link between LIDAR point cloud and images has been estab-
lished via targets visible in both datasets and by generating per
pixel depth maps with associated accuracies for each of the im-
ages. This allows to take into account the individual camera con-
figuration so that poorly defined 3-D points will not deteriorate
the evaluation result.

Example results have been shown for the the two important parts
of image based 3-D acquisition, i.e. camera self-calibration and

multi-view stereo. The reference data has been computed such
that each of these steps can be evaluated separately and relative
to the accuracy of the reference data. We will make the images
available as benchmark data in order to help to enhance the ac-
curacy of automatic image based 3-D modelling techniques. We
hope that vision systems become available that can compete with
LIDAR systems in terms of geometric quality.
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ABSTRACT: 
 
LiDAR technology became an indispensable airborne mapping tool in recent years and is the primary source of highly accurate 
surface data at large scale. Although, the ranging accuracy of the laser sensor strongly depends on the surface characteristics, by and 
large, it falls in to the few cm range. This also implies that the achieved accuracy of a LiDAR system, defined in terms of the 
absolute accuracy of the laser points, is predominantly determined by the quality of the navigation solution (typically based on 
GPS/IMU sensor integration). Despite significant advancements in navigation technologies recently, to achieve and sustain a high 
accuracy navigation solution of an airborne platform for extended time is still a difficult task. Furthermore, there is no reliable way 
to assess the positioning quality of the data captured by any imaging sensor systems, which are based on direct georeferencing. 
Therefore, using some ground control is almost mandatory if high accuracy is required. This paper introduces a method to use road 
pavement marking as ground control that could be used for QA/QC. These linear features are widely available in urban areas and 
along transportation corridors, where most of the government and commercial mapping takes place. A key advantage of using 
pavement markings is that they can be quickly surveyed with GPS VRS technique. 
 
 

                                                                 
* Corresponding author. 

1. INTRODUCTION 

The introduction of airborne LiDAR (Light Detection And 
Ranging) in the late nineties was followed by a quick 
proliferation of the technology, and LiDAR is now the primary 
surface data extraction mapping technique. This remarkable 
success is mainly due to the fact that LiDAR data are explicit 
and the processing can be highly automated plus that an 
unprecedented vertical accuracy could be obtained relatively 
easily. The horizontal accuracy of the LiDAR data was not a 
concern in the early use of this technology. In fact, the first 
LiDAR data QA/QC and product characterization effort did 
only deal with the vertical accuracy (ASPRS, 2004).  
 
As the LiDAR market started to grow rapidly, soon the LiDAR 
systems showed truly phenomenal performance improvements. 
In less than five years, the pulse rate improved by an order and 
now 100 and 150 kHz systems are widely used (Optech, 2006 
and Leica, 2006) and experimental two-pulse systems are also 
available. More importantly, the ranging accuracy has increased 
substantially and now stands close to the level of static GPS 
surveys, i.e., 1-2 cm for hard surfaces, which is practically 
negligible to the typical navigation error budget. This 
remarkable performance potential of the newer LiDAR systems, 
combined with better operational techniques, opened the door 
toward applications where large-scale or engineering-scale 
accuracy is required. At this point the georeferencing error 
budget and, to a lesser extent, the sensor calibration quality, are 
critical to achieving engineering design level accuracy (few 
cm). Using ground control is an effective way to compensate 
for georeferencing and sensor modeling errors. In addition, 
ground control can provide for independent and highly reliable 
QA/QC processes.  

This paper proposes a method to use road pavement markings 
as ground control to assess the quality of the LiDAR data as 
well as to improve the point cloud accuracy by post-processing. 
Beyond their wide availability, the use of pavement markings is 
primarily motivated by the fact that they can be rather easily 
surveyed using GPS VRS (Virtual Reference System) 
technology; the process is fast, typically it takes one minute to 
survey a point, and the accuracy, in general, is about 2-3 and 3-
6 cm horizontally and vertically, respectively. 
 

2. LIDAR ACCURACY AND ERROR CORRECTION 
TECHNIQUES 

The errors in laser scanning data can come from individual 
sensor calibration or measurement errors, lack of 
synchronization, or misalignment between the different sensors. 
Baltsavias (1999) presents an overview of the basic relations 
and error formulae concerning airborne laser scanning. Schenk 
(2001) provides a summary of the major error sources for 
airborne laser scanners and error formulas focusing on the 
effect of systematic errors on point positioning. In general, 
LiDAR sensor calibration includes scan angle, range calibration 
and intensity-based range correction. The LiDAR sensor 
platform orientation is always provided by a GPS/IMU-based 
integrated navigation system. The connection between the 
navigation and LiDAR sensor frames is described by the 
mounting bias, which is composed of the offset between the 
origin of the two coordinate systems and the boresight 
misalignment (the boresight misalignment describes the rotation 
between the two coordinate systems, and is usually expressed 
by roll, pitch and heading angles). To achieve optimal error 
compensation that assures the highest accuracy of the final 
product, all of these parameters should be calibrated. Since not 
all of the parameters can be calibrated in a laboratory 
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environment, a combination of laboratory and in situ 
calibrations is the only viable option for LiDAR system 
calibration. Typical anomalies in the LiDAR data indicating 
system calibration errors are: edges of the strips could bend up 
or down (scan angle error), horizontal surfaces have a visible 
mismatch between the known and the LiDAR point-defined 
surfaces (boresight misalignment or navigation error), vertical 
coordinates of LiDAR points over flat areas do not match the 
known vertical coordinate of the area (ranging or navigation 
error), objects, such as pavement markings made of retro 
reflective coatings, may show up above the surface level, 
although they should practically have identical vertical 
coordinates (lack of intensity correction of the range data), etc. 
 
The techniques to detect and ultimately compensate for errors 
fall into two broad categories based on whether they use 
absolute control or not. The first group includes most of the 
strip adjustment techniques and some of the sensor and 
boresight calibration methods. The ground control-based 
techniques encompass comparisons to reference surfaces, such 
as parking lots and buildings, and methods using LiDAR-
specific control targets. 
 
Strip adjustment methods primarily minimize the vertical 
discrepancies between overlapping strips or between strips and 
horizontal control surfaces. These strip adjustments can be 
referred to as one-dimensional strip adjustment methods 
(Crombaghs et al., 2000; Kager and Kraus, 2001); tie or 
absolute control features used for this adjustment are flat 
horizontal surfaces. The problem with this kind of adjustment is 
that existing planimetric errors are likely to remain in the data. 
Vosselman and Maas (2001) have shown that systematic 
planimetric errors are often much more significant than vertical 
errors in LiDAR data and, therefore, a 3D strip adjustment is 
the desirable solution minimizing the 3D discrepancies between 
overlapping strips and at control points. A number of 3D 
adjustment methods have been published. Kilian et al. (1996) 
presented a method of transforming overlapping LiDAR strips 
to make them coincide with each other using control and tie 
points in a way similar to photogrammetric block adjustment. 
Burman (2002) treated the discrepancies between overlapping 
strips as positioning and orientation errors with special attention 
given to the alignment error between the IMU and laser scanner 
(Soininen, 2005). Filin (2003) presented a similar method for 
recovering the systematic errors; the method is based on 
constraining the position of the laser points to the surface from 
which it was reflected. Toth et al. (2002) presented a method 
that tried to make overlapping strips coincide, with the primary 
objective of recovering the boresight misalignment between the 
IMU and laser sensor. 
 
LiDAR-specific ground control targets were introduced by Toth 
and Brzezinska (2005; Csanyi et al., 2005).  The proposed 
technique uses ground control targets specifically designed for 
LiDAR data to provide quality control for applications that 
require cm-level, engineering scale mapping accuracy. 
Simulation results confirmed that the optimal target is rotation 
invariant, circular-shaped, elevated from the ground and that a 
flat target with 1 m circle radius can provide sufficient accuracy 
from a point density of about 5 pts/m2. Targets larger than 2 m 
in diameter will not lead to significant improvements. In 
addition, a two-concentric-circle design (the inner circle has 
one-half the radius of the outer circle) with different coatings 
can produce considerable accuracy improvements in the 
horizontal position. Details and performance evaluation can be 
found in (Csanyi and Toth, 2007).  

3. LIDAR INTENSITY DATA 

The introduction of intensity data a few years ago produced 
unrealistically high initial expectations. On one side, the 
visualization value provided a major help for interactive 
processing, and thus, users could immediately benefit from the 
new source of data, as LiDAR intensity was comparable to 
optical image type of data that had been missed by practitioners 
from the early beginning. On the other side, the algorithmic 
advantages of using intensity data for providing better LiDAR 
data processing were largely overestimated. While research 
instantly started to address the exploitation of the new source of 
information, the problem seemed to be harder than expected. In 
simple terms, the major difficulty of working with LiDAR 
intensity data is the relative nature of this signal. For example, 
different surfaces, data from different flying heights, and 
different surface orientations can produce exactly the same 
intensity values. Therefore, techniques to calibrate the intensity 
and range values with respect to each other started to become 
more common.  
 
One of the first attempts on using intensity data dates back to 
the time when LiDAR intensity data were not yet commercially 
available. Maas (2001) describes the extension of a TIN-based 
matching technique using reflectance data (LiDAR intensity 
data) to replace surface height texture for the determination of 
planimetric strip offsets in flat areas with sufficient reflectance 
texture. As an extension, Vosselman (2002) offers another 
solution, kind of a feature-based matching, to avoid 
interpolation of the data, using linear features, gable roofs, and 
ditches, modeled by analytical functions that can provide 
accurate offset determination. Later, research interest steered 
toward conventional classification use of the intensity data. 
Song et al. (2002) proposed a technique to use intensity data for 
land-cover classification. A similar study on using intensity for 
glacier classification is presented in Lutz et al. (2003). A recent 
review of more advanced versions of these techniques is offered 
by Hasegawa (2006). A comprehensive study on processing 
both range and intensity data is provided by Sithole (2005). 
Kaasasalainen et al. (2005) provides a review on intensity data 
with respect to calibration. Nobrega and O’Hara (2006) 
compare two techniques for filtering intensity data for object 
extraction. Finally, Ahokas et al. (2006) presents the results of a 
calibration test on intensity data using the Optech ALTM 3100. 
 
Figures 1 and 2 show simultaneously acquired orthoimage and 
the LiDAR intensity image, respectively, of an intersection. The 
LiDAR point density was about 4 pts/m2 with foot print size of 
15 cm. Note that the pavement markings in the LiDAR image 
are quite visible and distinct from the pavement. Consequently, 
if the approximate location of the pavement markings is known, 
then their extraction is a fairly straightforward task. 
 
To illustrate that LiDAR elevation and intensity data are 
correlated and intensity information can indicate the presence of 
ranging error, Figure 3 shows the elevation data of the same 
intersection. Note that the pavement markings can be seen quite 
well, which conflicts with the fact that elevation value of the 
markings and the pavement around them should be identical 
(the few mm thickness of the markings is negligible compared 
to the few cm ranging accuracy of the laser system). This 
phenomenon is known and correction tables are available to 
partially compensate for this effect. The importance of this 
anomaly from our perspective is that during the comparative 
analysis later, the elevation value of the markings should be 
replaced by the average elevation of the pavement. 
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Figure 1. Typical pavement markings at an intersection. 
 

 
 

Figure 2. LiDAR intensity image. 
 

 
 

Figure 3. LiDAR elevation data. 

4. EXTRACTING PAVEMENT MARKINGS AND 
USING THEM AS GROUND CONTROL 

The concept of the proposed method, including pavement 
marking extraction as well as parameterization of the marks 
based on LiDAR intensity data, the comparison with ground 
truth, and the determination of a transformation to correct the 
point cloud, analysis of result, etc., is shown in Figure 4. 
General assumptions are that the survey data of the pavement 
markings are available a priori and the individual point 
accuracy, describing the marks, is known at the cm-level. To 
achieve good performance, sufficient number of pavement 
markings is required with good spatial distribution. At this point 
only three types of pavement markings are considered: Stop 
bars, straight edge lines and curved edge lines; Figure 1 shows 
the three pavement marking types. The survey data of the 
pavement markings is provided as point observations along the 
centerline of the markings. The LiDAR data, including range 
and intensity components, are assumed to be of reasonable 
quality; i.e., the point cloud accuracy is better than a meter. 
 

 
 

Figure 4. Block diagram of the proposed method. 
 
Based on the comparison of the two descriptions of pavement 
markings, one obtained from the GPS survey and the other one 
form LiDAR intensity data, offset and orientation differences 
can be detected. Depending on the magnitude of the observed 
differences and their spatial distribution, a variety of corrections 
can be applied to the LiDAR point cloud to improve the point 
position accuracy. For example, if there is a similar vertical 
shift detected at the control features, a common vertical offset 
correction can be applied. If the amount of vertical shift 
detected varies by location and/or combined with non negligible 
horizontal differences, a more complex model, such as a 3D 
similarity transformation can be applied. Note that assessing the 
horizontal accuracy is difficult, as it is mainly defined by the 
footprint of the laser pulse, which depends on flying height and 
beam convergence; in addition, the impact of object surface 
characteristics could be also significant. The transformation 
based on the observed differences can be formulated on both, 
point- and linear feature-based least squares adjustment 
techniques. The conventional control point-based method is 
rather straightforward; similar to an absolute orientation of a 
stereo model with fixed scale. Linear feature-based orientation 
is less widely used, but could be feasible given the availability 
of matched linear features. Finally, if the differences are out of 
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the usual range (gross errors), the process can indicate system 
malfunctioning.  
 
In our case, the point-based transformation is directly not 
applicable, as there is no point-to-point correspondence 
between the two point sets that describe the same linear feature. 
Assuming that the two representations provide an adequate 
description of the same shape, the problem is simply how to 
match two free-shape curves. In the following, the two key 
components of the proposed method, curve fitting and matching 
are discussed at detail. 
 
4.1 Curve fitting 

The extracted LiDAR points of the pavement markings and 
their surveyed data should be modeled as linear features in 
order to be matched with each other. The selected method is an 
extended version of the algorithm, originally proposed by 
Ichida and Kiyono in 1977, and is a piecewise weighted least 
squares curve fitting based on cubic (third-order polynomial) 
model, which seemed to be adequate for our conditions. To 
handle any kind of curves, defined as the locus of points f(x, y) 
= 0 where f(x, y) is a polynomial, the curve fitting is performed 
for smaller segments in local coordinate systems, which are 
defined by the end points of the curve segments. The primary 
advantage of using a local coordinate system is to avoid 
problems when curves become vertical in the mapping 
coordinate system. Figure 5 shows the concept of the local 
coordinate system used for curve fitting; obviously, the fitting 
results as well as the fitting constraints are always converted 
forth and back between the local and mapping coordinate 
frames. 
 

 
Figure 5. The curve fitting is done in local coordinate system, 

oriented to curve segment. 
 
The main steps of the piecewise cubic fitting (PCF) process are 
shortly discussed below; the notation used in the discussion is 
introduced in Figure 6. To achieve a smooth curve, the curve 
fitting to any segment is constrained by its neighbors by 
enforcing an identical curvature at the segment connection 
points; in other words, PCF polynomial is continuous with its 
first derivative at connection points x=s, x=t, etc. The equations 
describing the third-order polynomial and its first derivative 
are: 
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Figure 6. Piecewise weighted least squares curve fitting 

method. 
 
The core processing includes the following steps: 1) aS and bS, 
the coefficients of the second and third order terms of the fitted 
curve for interval ‘i’ are estimated; consider the constant term 
(yS) and the coefficient of the first order term (mS) fixed, known 
from the curve fitting from the previous segment. In the 
adjustment, the points in interval ∆ i2+ i+∆ i1 (past, present, and 
future data points) are used, 2) the value (yt) and the slope (mt) 
at x=t are computed; these values as fixed constraints are used 
in the curve fitting for the next segment, and 3) step 1 is 
repeated to process the next segment.  
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4.2 Matching curves 

Iterative registration algorithms are increasingly used for 
registering 2D/3D curves and range images recently. The well-
known Iterative Closest Point (ICP) algorithm (Besl and 
McKay, 1992; Madhavan et al., 2005) is adopted here to match 
curves describing pavement markings obtained from LiDAR 
intensity and GPS measurements. The ICP algorithm finds the 
best correspondence between two curves (point sets) by 
iteratively determining the translations and rotations parameters 
of a 2D/3D rigid body transformation. 

∑ +−
i

iiTR TRDM
2

),( )(min  

Where R is a 2*2 rotation matrix, T is a 2*1 translation vector 
and subscript i refer to the corresponding points of the sets M 
(model) and D (data). The ICP algorithm can be summarized as 
follows: 

1. For each point in D, compute the closest point in M 
2. Compute the incremental transformation (R, T)  
3. Apply incremental transformation from step (2) to D 
4. If relative changes in R and T are less than a  given 

threshold, terminate, otherwise go to step (1) 
 
Our 2D ICP was implemented in Matlab and space-scale 
optimization was incorporated to reduce execution time.  
 

∆i1 i

S(x) 

yt 

mt Sk(x) 
Sk+1(x) 

s x 
∆i2 

t 

 

∆i1 ∆i2i

ys 

ms 

PIA07 - Photogrammetric Image Analysis  ---  Munich, Germany, September 19-21, 2007
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

176



 

5. EXPRIMENTAL RESULTS 

To perform an initial performance test of the proposed method, 
a typical intersection was selected from a recently flown 
LiDAR survey, where GPS-surveyed pavement markings were 
available. Figure 7 shows the area with linear pavement 
markings measured from the LiDAR intensity data as well as 
the GPS points. Note the clearly visible misfit between the two 
point sets; the horizontal accuracy of the GPS-surveyed points, 
provided by the Ohio Department of Transportation VRS 
system is 1-2 cm.  
 
The LiDAR point-based description of the pavement markings 
was obtained by filtering. The search space was defined by the 
GPS control points (pavement markings are assumed to be 
within ±1 m of their true location) and intensity thresholding 
was used to extract the linear features; the road pavement has 
low intensity value while the pavement markings exhibit higher 
intensities. The threshold is adaptively defined by analyzing the 
histogram of the LiDAR intensity values of the road surface 
around the surveyed road pavement markings and/or by 
examining intensity values of road surface profiles (LiDAR 
scan-lines). 
 

 
Figure 7. Intersection with pavements markings measured from 

LiDAR intensity data (white) and GPS-surveyed (blue). 
 
In the curve-fitting step, both representations of the linear 
features are computed according the algorithm described in 4.1. 
Figure 8 shows one example of the fitted curves for the west 
curb line.  
 

 
Figure 8. Curve fitting based on LiDAR and GPS points. 

The results of the ICP-based curve matching for all the four 
curve lines is shown in Figure 9. Visually, the transformation 
shows a good fit; the blue points nicely fall on the GPS-defined 
curves. Note that the original curve points, derived from 
LiDAR, moved to the control curve similarly, as opposed to 
they would move if the individual curves had matched. Figure 
10 shows the results of curve matching for the lower straight 
pavement line, including both the transformation results; as 
expected the individual transformation implements a 
perpendicular projection to the control curve. 

 
Figure 9. Curve matching based on all the four curves; magenta: 

curves fitted to control points, red: GPS control points, blue: 
curve points derived from LiDAR, and cyan: transformed curve 

points (derived from LiDAR). 

 
Figure 10. Comparing individual and combined curve fitting to 

a straight feature; magenta: reference curve, cyan: points 
derived from LiDAR, blue: transformed points based on single 

curve matching, and black: transformed points based on 
matching all the four curves together. 

 
To assess in actual numbers the accuracy of the transformation, 
obtained by the ICP-based curve matching, correspondence 
between the LiDAR-derived curve and the control curve were 
established. Since the two curves in general are not totally 
identical, even after the final ICP iteration, the transformed 
LiDAR-derived points are close but not necessarily fall on the 
control curve. However, the location of the transformed 
LiDAR-derived points represents the best fit to the control 
curve in least squares sense. Therefore, these points are 
projected to the closest points of the control curve, and then 
they are considered as conjugate points. The transformation 
parameters between these two point sets (the original LiDAR-
derived points and their corresponding points on the control 
curve) are calculated in a least squares adjustment. In this 
computation, the transformation parameters for the test data 
were estimated at σ∆X = ± 0.013m, σ∆Y = ± 0.017m, and σangle = 
± 1.95 arcmin, indicating that a good match was found with the 
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ICP method for the spatially well distributed test data set. The 
numerical values, including the transformation parameters, 
error terms, and dispersion matrix are listed in Tables I and II. 
 

Transformation 
parameter 

ICP-adjusted 
results [m, °] 

Estimated 
accuracy [cm, °] 

∆X 0.46 0.013 
∆Y -0.08 0.017 
ϕ -0.09 0.03 

Table I. Transformation results (2D). 
 

 0.1789 -0.1699 -0.0063 
1.0e-003 * -0.1699 0.2902 0.0087 

 -0.0063 0.0087 0.0003 
Table II. A posteriori dispersion matrix. 

 
The ~2 cm horizontal accuracy is reasonable given the fact that 
the GPS-surveyed points are known at 1 cm-level accuracy and 
the LiDAR-based pavement marking positioning accuracy is 
estimated at the few cm range.  
 

6. CONCLUSION 

The introduced method to automate the use of pavement 
markings as ground control showed good initial performance. 
Both the curve fitting and ICP-based matching delivered robust 
results. Further research will consider the extension of 
technique to 3D. 
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ABSTRACT: 
 
Near real-time SAR images are used at DLRs Center for Satellite Based Crisis Information for mapping natural hazards like flood 
disasters or landslides. In crisis situations a rapid and precise geocoding is mandatory to produce information within several hours 
that is comparable with other georeferenced information. Unlikely, the orbit information is often not very precisely known some 
hours after data acquisition, which leads to misregistration.  
This paper deals with the development of a fully automatic orientation for SAR images. The goal is to determine a precise orbit for 
geocoding by image-to-image matching between a near real-time (NRT) image and a reference SAR image. The approach uses a 
new algorithm for feature extraction developed in computer vision by Lowe, 2004. No prior information about the pose of the 
images or the overlapping parts is needed. The point operator extracts points with scale- and rotation-invariant descriptors (SIFT-
features). These descriptors allow a successful matching of image points even in situations with highly convergent images, i.e. with 
different incidence angles. Our approach consists of the following steps: Point extraction and matching by using the SIFT parameter 
descriptors with an extended matching scheme. The resultant points of the reference image are used as ground control points (GCPs) 
for an adjustment of the SAR imaging geometry of the NRT image. Then, a geocoding of the NRT SAR image can be carried out. 
This achieves results equivalent to a high precision orbit.  
Examples of two datasets are presented and the results of the approach are discussed and evaluated. The results show that the 
approach can be used for a wide range of scenes with different SAR sensors, different incidence angles, and different overlap 
extensions. The results are very reliable but depend on well structured image content. 
 
 

                                                                 

1.1 

*  Corresponding author.   

1. INTRODUCTION 

One service of DLR is a rapid mapping service in case of larger 
natural disasters performed by the Center for Satellite Based 
Crisis Information. Near real-time satellite images are used to 
map natural hazards like flood disasters or landslides within 
several hours. As the interpretation often relies on actual and 
former information a precise geocoding of near real-time 
satellite data is a mandatory. But due to inaccurate orbit data 
this is often a difficult task. Inaccurate orbit data leads 
 

• on the one hand to an incorrect geolocation that 
impede the joint interpretation with other data that 
often takes place in crisis context.  

• On the other hand no correct orthorectification can be 
performed because the underlying DEM is misaligned 
to the SAR image. Hence, effects caused by the side 
looking SAR geometry (layover, foreshortening, 
shadow) cannot be corrected and so much the worse a 
misaligned DEM even introduces additional errors 
during the geocoding process to the SAR image.  

 
The exterior orientation of a SAR image needed for geocoding 
is established by the sensor trajectory S(X,Y,Z) over the time t, 
the Doppler frequency (if not zero), and the slant range R0 to 
the first (near range) pixel. The frequency, time and range 
information are recorded by the sensor. The knowledge of a 
high precision orbit is often only several days to one month 
after the SAR image acquisition available. For recently 
acquired images mostly just predicted orbits are available. 

Though, the predicted orbit of Envisat is within the order of few 
meters. Especially, RADARSAT orbits generally need 
substantial refinement as even the post-processing orbit can be 
shifted by several kilometres. As the overall philosophy in crisis 
mapping is to be able to process any image one can get, as fast 
and as good as possible the orbits have to be corrected.  
 
So for near-real time applications some ground control points 
are needed to solve the sensor trajectory, if the preliminary orbit 
exceeds the desired accuracy. GCPs can be acquired from maps 
or other images. Crisis mapping mostly relies on former 
information, so image-to-image registration is an obvious 
method for registration. Mostly the GCP measurement is done 
manually for crisis application. This is a difficult task, as point 
identification and precise point determination in SAR images is 
often difficult. 
 

Overview to related work 

Registration of two SAR images is a standard task in InSAR 
Interferometric co-registration. Standard co-registration 
technique is based on cross-correlation measure, carried out on 
extended image patches. This method allows obtaining very 
high accuracies on image pairs characterized by sufficiently 
high correlation values. In areas with low coherence or different 
incidence angles correlation technique results are generally 
unsatisfactory. Although the normalized cross-correlation is 
invariant against mean gray-level it is not to local dissimilarities 
and rotation. To overcome the above limitations, a co-
registration approach based on features has been indicated as a 

In: Stilla U et al (Eds) PIA07. International Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences, 36 (3/W49B)
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

179



 

potential solution. The idea consists of exploiting the response 
of isolated and bright points to find the image local shifts by 
estimating their precise position in small patches. Cross-
correlation over such small patches provides accurate position 
estimates (Adam et al., 2003).  
The registration approaches for different SAR images like 
different viewing geometry or different sensors is a difficult 
topic and currently an ongoing research. An approach quite 
similar to ours is suggested by Auquière et al., 1998. They 
perform a simple transformation, i.e. a (2D-)shift, applied to the 
PRI images. Läbe and Förstner, 2006 used the SIFT operator 
(Lowe, 2004) for an automatic orientation of aerial images, 
which is even for optical images still a topic of research. 
 
The development of a mostly automatic procedure for precise 
geocoding of near real-time satellite SAR images is on our 
focus in this paper. In the first part of the paper we explain an 
automatic approach for the generation of ground control points 
(GCPs) for precise orbit determination. It is based on image-to-
image matching with a new developed feature extraction 
algorithm from computer vision (Lowe, 2004). After GCPs are 
found a least squares adjustment of the orbit parameters is 
performed. In the second part of the paper we present some 
results for this registration method and show in detail the found 
matches.  
 
 
2. DESIGN OF A PROCEDURE FOR AUTOMATIC 
GEOCODING BASED ON IMAGE-TO-IMAGE 
REGISTRATION 

We design a registration strategy based on image-to-image 
registration between a near real-time image and a former SAR 
image with a post-processing orbit to get precise orbit 
information. The registration strategy is as follows: 

• Getting an archive SAR product with a high-precision 
orbit, preferred in slant range, e.g. Envisat ASAR 

• Getting a near real-time satellite image, e.g. from 
RADARSAT or Envisat ASAR. 

• Extraction of sub-pixel precise interest points in both 
slant range images with Lowe’s SIFT keypoint 
operator.  

• Matching of the keypoints from both images.  
• Calculation of the exact 3-D position of the matched 

keypoints from the high-precision orbit image and a 
DEM to get GCP’s. 

• Least squares adjustment of the imprecise orbit by 
means of the GCPs, including blunder elimination of 
incorrect matches. 

• Final geocoding of the near real-time image on the 
basis of the refined orbit parameters. 

 
Figure 1. gives an overview of the procedure. In the following 
the individual steps are discussed in detail. 
 
2.1 Input data 

Main inputs for the procedure are one geocoded reference 
image and one near real-time sensed image to be rectified. 
Here, we focus on registering SAR images. The matching can 
be performed on geocoded as well as on slant range images. To 
assure a maximum of similarity, the matching takes place on 
two slant range images to neglect possible errors. Additionally , 
required for geocoding is a digital elevation model (DEM) and 
orbital information. The resolution of the DEM should be in the 
same order as the aimed image resolution. The orbit 

information should be high-precision for the reference image 
and should be known by approximation for the sensed image.  
 
 

 
 
Figure 1. Procedure for automatic geocoding with image-to-

image registration. The individual steps are 
discussed in Sect. 2. 

 
2.2 

2.3 

Feature extraction 

Generally, significant features are extracted from images to 
perform a feature matching. Most sophisticated point operators 
from optical images like the Harris or Förstner operator are not 
that successful on SAR data, because of the speckle effect.  
Therefore, for tie-point extraction we chose a newly developed 
keypoint extractor from Lowe, which was developed for optical 
images but because of its multi-scale approach it seems 
especially suitable for SAR data. The computational efficiency 
and robustness support our task of a fast near real-time 
geocoding in the same way. 
The Lowe keypoint detector (Lowe, 2004) is based on a multi-
scale approach and finds scale-independent point features, 
which are additionally extremely invariant to rotation and affine 
transformations. Therefore, it can cope with different incidence 
angles. Samples of found features are presented in Figure 4 and 
Figure 8. 
 

Feature matching 

For matching of two extracted point data sets no further 
assumptions about the orientation are made. The matching 
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relies on a vectorial description for each point (Lowe, 2004) 
and is performed by calculating the Euclidian distance between 
the vectors. The shorter the distance is, the more likely a 
homologous point pair is present. The use of that kind of 
vectorial point description instead of image patches and image 
correlation allows a very computational efficient and fast 
matching. 
 
Some additional restrictions are introduced, because incorrect 
orbit parameters cause mainly shifts in and across the flight 
direction. So the search space was restricted to a certain 
distance and to a certain connection angle between a 
homologous point pair. 
 
2.4 

2.5 

Generation of GCPs 

The matched feature points have to be transformed into control 
information by the geometry of the reference image. Input to 
this transformation is the pixel coordinates resp. slant range 
coordinates of the homologous points of the reference image, 
for which typically a high-precision orbit is available. The 
individual points of the reference image can be geocoded with 
the help of a DEM and we get 3D-ground control coordinates (= 
object coordinates) of the corresponding points. These can be 
used as ground control points for adjusting the orbit parameters. 
 

Least squares adjustment of orbit parameters 

The next step is an adjustment for determining the near real-
time orbit with the help of GCPs. A classical least squares 
adjustment is performed to estimate the unknown orbit 
parameters.  
The position of the sensor depends on the time. It can be 
approximated locally with high accuracy by an orbit 
polynomial, which is derived from annotated sensor positions 
(state vectors). The functional model is described in the 
following. 
 
Functional model for orbit determination: The equations 
used for the adjustment are the same used for geocoding. To be 
demanded are the parameters of the orbit polynomial that is 
approximated by a polynomial of forth degree  
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The Doppler and range equations give the relation between 
ground and image coordinates in a SAR image (see Figure 2 or 
Roth et al., 1993): 
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where  i, j = image coordinates (i: azimuth/time; j: range) 
 ],,[ ZYXP =  = coordinates of mapped pixels on 

  earth ellipsoid  
 R = slant range vector between sensor S and earth  
  location P 

 SP ,'  = velocity of P resp. S 

 λ  = radar wavelength  
 fDC  = Doppler frequency shift 
 R0 = slant range to first image row 
 mR = pixel spacing 
 
As the orbit is only approximately known for real-time 
applications the adjustment solves iteratively the radar 
equations (Eqs. 2 and 3) by adjusting the orbit polynomial until 
the range and Doppler equations are simultaneously fulfilled. 
The adjustment contains a blunder elimination that eliminates 
those GCPs from the calculation that derivation is significant 
greater than the standard deviation of the iteration result. When 
the iteration result is found the adjusted orbit can be used for 
geocoding.  
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Figure 2. Functional sensor model of the SAR acquisition.  

 
2.6 Geocoding of near-real time image 

The last step of the procedure is to geocode the sensed NRT 
SAR image with the help of the adjusted orbit parameters. For 
geocoding the indirect rectification method is used. For each 
output pixel, which defines a co-ordinate triple (easting, 
northing, height) in the output map projection, the 
corresponding azimuth and range positions in the input image 
are determined. The Equations (1) to (3) are used for this step. 
The geocoding can be performed by means of interpolative or 
rigorous approach, respectively (Huber et al., 2004, Roth et al., 
1994).  
 
Note, that with the described method for image-to-image 
registration no previously known GCPs or manual measured 
GCPs are necessary.  
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3. EXAMPLES FOR NEAR REAL-TIME GEOCODING 

  

  

  

  

The procedure has been applied to various SAR data sets as 
well as to aerial optical images. The tests presented here stem 
from a high-resolution aerial SAR data set and from a real crisis 
data set in Lebanon. The tests are carried out with a 
demonstration version of the Lowe keypoint extractor 
(http://www.cs.ubc.ca/~lowe/keypoints/). This version is 
restricted to images with a maximum image height or width of 
1800 pixel. Therefore, we reduced the SAR images by a factor 
of eight instead of using the original image sizes. But as the 
points are extracted sub-pixel precise the loss of accuracy was 
smaller than expected. Also image reduction corresponds to a 
filtering and therefore reduces the speckle.  
 
3.1 

3.2 

Matching of multi-temporal images 

The first test site is based on two E-SAR images. The images 
were acquired in August 2002 and March 2003 and show the 
DLR in Oberpfaffenhofen, Germany. Both are acquired with 
almost the same incidence angles and overlap 100 %, though 
the reference image covers a larger scene. For the near real-time 
approach it is assumed that a high-precision orbit is only 
available for the first image. The extraction of Lowe points is 
done in slant range geometry. The resolution is reduced by a 
factor of eight that corresponds to a multilooking of eight pixels 
and a pixel spacing of about 8 m.  
 
Figure 3 shows a closer view on some matched keypoints to 
demonstrate which kind of points are extracted and matched. 
The found corresponding points are mainly brighter or darker 
than its surroundings. Points 1 and 2 in Figure 3 are at the 
border of a darker to a brighter image region. Point 3 in 
Figure 3 is a round dark feature. As the extractor works in 
multiple scales all points are singular at a specific scale. One 
can note that by the bright keypoint 4, obviously it has 
significance in a smaller image scale.  
The total number of extracted keypoints is above 1.000 for each 
image. The number of matched points is 75. Remarkable is the 
reliability of the matches. Nearly all found matches are correct. 
Only one mis-match is present (Figure 5). In Figure 5 the 75 
matched keypoints are overlaid on the two images. Each 
keypoint pair is connected by a line. Correct matches are 
characterized by parallel lines. The amount of 75 was sufficient 
to solve the Eqs 1, 2, and 3 and to adjust the orbit of the second 
E-SAR image. The result of geocoding with the adjusted orbit is 
shown in Figure 4. Its accuracy is within half a pixel (0.5 m). 
Though, the keypoint extraction took place on 8 m pixel. This 
emphasizes the subpixel capability of the Lowe operator. 

Figure 3. Left the new “near real-time” E-SAR image right 
reference image 

 

 

 
Matching of images with different incidence angle and 

from different sensors  

The second test site is located in Lebanon and stem from a real 
crisis charter call to detect the oil spill in August 2006. The 
terrain is hilly to mountainous (see Figure 6). For this test site 
ENVISAT and RADARSAT images are available. This test site 
is more difficult than the previous since the images  

• are from different sensors,  
• have different incidence angles (22° - ENVISAT resp. 

45° - RADARSAT), and Figure 4. Geocoded E-SAR image by an adjusted orbit based on 
image to image registration • the overlap is about 50% but without the water areas 

just 25 %.  
 
Though, the dimensions of the found features are different, the 
detection of features darker or brighter than its surrounding is 
equal to the behaviour of the high-resolution keypoints. 

Nevertheless, 6 matches were found. Figure 8 shows in detail 
the found matching partners between the Envisat and the 
Radarsat image.  
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Figure 5. Results of matched SIFT keypoints on two E-SAR scenes in slant range geometry. The white lines connect two matched 

keypoints with each other: on the left the new “near real-time” E-SAR image on the right the reference image. 75 
Matches were found. 

 

 
Figure 6. Lebanon test site results of matched SIFT keypoints between an ENVISAT scene (left) and a RADARSAT scenes 

(right) in slant range geometry. The yellow lines connect two matched keypoints with each other. 6 Matches were 
found. 

 
 
But for reliable orbit determination a larger amount of GCP’s 
would be necessary. At least more than 9 points are needed for 
orbit determination. As this wasn’t possible in the test scence, 
no adjustment of SAR geometry was possible.  
 
But such a limited number of points still can be used for a 
coarse image registration. The concept of a two-stage 
registration is fairly spread in optical image registration. At a 
reduced resolution some good points for a coarse registration 
are extracted and e.g. the coefficients of an affine 
transformation are calculated. Then, a fine matching takes 
place. Such a registration strategy, i.e. a two-stage registration, 
can be highly recommended for matching of SAR data. First of 
all, this technique is successfully used in optical data 
registration procedures. Secondly, it has the great advantage for 
SAR images that in very coarse resolution the speckle almost 
cancels out. And thirdly, for SAR data does a large amount of 
fine registration techniques from InSAR exist, which 
necessarily need good coarse registration.   

Figure 7. Digital elevation model of the Lebanon test site.
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Figure 8. Examples of four extracted and matched SIFT image 

pairs from RADARSAT (left) versus ENVISAT 
(right) 

 
 

4. SUMMARY AND OUTLOOK 

The goal of the presented procedure aims to an automatic 
geocoding of near real-time images for crisis applications. The 
registration strategy relies on image-to-image matching of SAR 
images on the basis of the newly developed Lowe feature 
extractor. The results presented show that the Lowe operator 
performs surprisingly well on SAR images. In high resolution 
E-SAR images with forested and urban structures sufficient 
keypoints could be extracted to perform an adjustment of the 
orbit geometry for geocoding. The matches are characterized by 
very high reliability with a small rate of mismatches. Also on 
strongly different images with different incidence angles, 
different orbits and different sensors (ENVISAT versus 
RADARSAT) some reliable matches could be found in 
mountainous areas. Although the number was too low for orbit 
determination, the results are promising since the Lowe 
keypoint extraction is very fast and robust. One drawback 
seems that the keypoint operator strongly depends on well 
structured image content.  
Further investigations on a refined strategy for keypoint 
extraction into a separated coarse and fine registration like it is 
used for optical images will be carried out. Also a matching 

with the DEM will be investigated. For low structured scenes 
additional features like lines or contours should be extracted to 
improve the registration. 
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ABSTRACT:  
 
It’s necessary to discuss the topology model of digital images for integrating remote sensing and geographic information system in 
higher levels. Based on complex theories, a multi-level hierarchical image representation is presented that preserves topological 
relation equivalency and a set of functional architectures that efficiently reflects this representation. In the proposed hierarchical 
framework, a novel progressive region growing method is proposed that incorporates spatial information related to adjacency 
between pixels. The particularity of this method is that connected regions and their topology generate objects in different scales, 
furthermore constructing a tree-object structure reflecting their spatial relationships. 
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1. INTRODUCTION 

Image engineering consists of three layers: low-level image 
processing based on pixel, inter-level image analyzing based 
on object, and high-level image understanding based on 
semantics (Zhu, 2003). The course from image processing, 
analyzing to understanding is a progressive procedure 
reflecting information processing phases. In the processing, 
images are interpreted by description models using certain 
ways; while the transition from digital number within low-level 
origin images, objects within inter-level image extraction to 
knowledge retrieved from high-level architecture (e.g. spatial 
relationship) is progressively accomplished. It is amazed that 
such a hierarchical image information representation that 
preserves spatial relationships is constructed along with the 
progressive processing, which implies an information 
framework from abstract status to physical one and a 
hierarchical transition from discrete structure to continuous one. 
However, problems remain along with the evolvement. Digital 
images are discrete objects in nature, but they are usually 
representing continuous objects or, at least, they are perceived 
as continuous objects by visual perception of human beings. 
Therefore, having a discrete and continuous representation of 
one object at the same time may activate interests.  
 
The field of digital topology grew out of this challenge, and its 
main purpose is to study the topology properties of digital 
images (Rosenfeld, 1979). Based on the theory, this paper 
presents a multi-level hierarchical image representation that 
preserves topological relation equivalency between discrete 
and continuous descriptions of the same object and a set of 
functional architectures that efficiently reflects this 
representation. This hierarchical framework involves a general 
method to associate each digital object, in an arbitrary digital 
space, with a Euclidean polyhedron (named as its continuous 

analogue), which naturally represents the “continuous 
perception” that an observer may take on that object. The 
multilevel architecture and, particularly, continuous analogues 
of objects can be applied to obtain new results in digital 
topology, by translating the corresponding continuous results 
through the levels of the architecture. So it may derive interests 
for integrating remote sensing and geographic information 
system in higher levels. 
 
Image segmentation aim to subdivide the image into disjoint 
subsets of pixels, called regions, on the basis of some 
homogeneity criterion. Usually, this is the starting point in 
practical applications like content-based image retrieval or 
image compression (Chamorro-Martinez et al., 2003). Many 
types of segmentation techniques have been proposed in 
literatures (Chamorro-Martinez et al., 2003; Smith et al., 2000; 
Metternicht, 2003). Nevertheless, a drawback of most of these 
approaches is that they don’t take into account that a region 
must be topologically connected. As a consequence, pixels 
belonging to separate and different regions could be assigned 
to the same cluster. The proposed hierarchical framework in 
this paper preserves spatial relationships and, so raises a 
suitable condition for image segmentation to incorporate 
spatial information related to adjacency between pixels. Based 
on the hierarchical representation, a novel progressive region 
growing method is proposed which incorporates spatial 
information related to adjacency between pixels. The 
particularity of this method is that connected regions and their 
topology generate objects in different scales, furthermore 
constructing a tree-object structure reflecting their spatial 
relationships.  
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2. BASIC NOTIONS OF DIGITAL IMAGE 

A topological model is used to explicitly specify adjacency and 
inclusion relationships between the different cells (vertices, 
edges, faces for dimensions 0, 1, 2) of a geometrical object. 
Information, called embeddings (labels), such as geometrical 
ones (for instance vertex coordinates) can be added to the 
model. The archetypical device model (R2) is a standard 
decomposition of Euclidean plane (R2) into abstract cells. The 
kernel of our modeller is based on the topology of cellular 
complexes which is the only possible topology of finite sets 
(Kovalevsky, 1989; Kovalevsky, 2006). Under this topology no 
contradictions or paradoxes arise when defining connected 
subsets and their boundaries. In this section, we briefly 
summarize the basic notions of the multilevel architecture 
based on the topology of cellular complexes, as well as the 
notation that will be used throughout the paper. 
 
Definition 1: An abstract cellular complex (AC complex) 
C=(E, B, dim) is a set E of abstract elements (cells) provided 
with a natural reflexive, antisymmetric and transitive binary 
relation B⊂E×E called the bounding relation, and with a 
dimension function dim: E I from E into the set I of non-
negative integers such that dim(e')≤dim(e") for all pairs (e', 
e")∈B. An AC complex C, when regarded in this way as a 
topological space, is called an underlying polyhedron and 
written |C| = ∪{e, e∈C}. Moreover, C satisfies the following 
properties: 
 

C1: ≤ is a partial order in E. 
C2: If e'∈C and e'' is a face of e' then e''∈C. 
C3: If e', e''∈C then e'∩e'' is a face of both e' and e''. 
C4: ∀e∈C is a face of some n-dimensional cells in the C. 
 

According to the definition of open star in the general topology, 
we introduce two types of “digital neighbourhoods”: star and 
extended star of a cell x∈C in a given digital object 
O⊆celln(C).  
 
Definition 2: The star of x in O is the set stn(x; O) = {y∈O, x ≤ 
y} of n-cells (pixels) in O having x as a face. Similarly, the 
extended star of x in O is the set stn

*(x; O) = {y∈O, x∩y ≠ ∅} 
of n-cells (pixels) in O intersecting x. 
 
Definition 3: Given an AC C and two cells x, y∈C. A 
centroid-map on C is a map Θ:C→|C| such that Θ(x) belongs to 
the interior of x; that is, Θ(x) ∈xo = x-∂x, where ∂x= ∪{y, y<x} 
stands for the boundary of x. 
 

Y

X0 i

j 2-cell’s centroid 
0-cell (vertex)

1-cell (edge)

2-cell (pixel)

 
 

Fig. 1 An abstract cell in R2 

 
The maximum dimension of the cells of an AC complex is 
called its dimension. We shall mainly consider complexes of 
dimension 2. Their elements with dimension 0 (0-cells) are 
called points, elements of dimension 1 (1-cells) are called 
edges, elements of dimension 2 (2-cells) are called pixels 
(faces). As a consequence, the spatial layout of pixels in a 

digital image is represented by a device model, which is an n-
dimensional locally finite AC complex determined by the 
collection of unit 2-squares in R2 whose edges are parallel to 
the coordinate axes and whose centres are in the set Z2. The 
centroid-map we will consider in R2 associates to each square x 
its barycentre Θ(x). In particular, if dim(x)=2 then Θ(x)∈Z2. 
So that, every digital object O in R2 can be identified with a 
subset of points in Z2.  
 
Let the digital image (G) be a locally finite AC complex of 
dimension n (n=2). Each n-cell in G represents a pixel, and so 
the digital object (O∈G) displayed in a digital image is a 
subset of the set celln(G) of n-cells in G, denoted by 
O⊆celln(G); while the other lower dimensional cells in G are 
used to describe how the pixels could be linked to each other. 
If the full image is partition into m disjoint subsets (Oi, i=1, 
2,…, m), then  
 

GO
m

i
i =

=
U

1
 and ∀i≠j : Oi∩Oj=∅                (1). 

 
The 2-cells (pixels) are the area elements. In image processing, 
2-cells must be associated with the notion of pixels since a gray 
value assigned to a pixel originates from measuring the amount 
of energy radiated from an elementary area. Valid adjacencies 
are between adjacent pixels which are labelled by identical 
image values(Rosenfeld, 1984). In fact, pixels are usually a 
combination of materials, and frequently in multispectral and 
hyperspectral image (Bragato, 2004; Plaza et al., 2004). To 
solve this problem, region is regarded as a fuzzy subset of 
pixels (Bragato, 2004), in such a way that every pixel of the 
image has a membership degree to that region. It is a key that a 
fuzzy resemblance relation between neighbour pixels is 
obtained from a fuzzy resemblance relation between their 
corresponding feature vectors. So we characterize each pixel p 

by means of a vector of features , where a 
feature ∈R with i {∈ 1, 2,…,k}, is a numerical measure of 
any relevant characteristic that may be obtained for p. In 
general, we define a fuzzy resemblance relation between 
feature vectors as a fuzzy subset FR of R

][ 21 k
pppp f,...,f,ff =

→

i
pf

k×Rk, with 
membership function FR:Rk×Rk→[0, 1]. For simplicity, we 
define a set of centroids and compute the membership value for 
all the pixels in the image to each centroid. 
 
 

3. MULTI-LEVEL IMAGE REPRESENTATION  

3.1 A Hierarchical Information Representation (HIR) for 
Images 

In the processing from low-level to high-level, images are 
interpreted by description models using certain ways in 
different abstract levels; while the transition from digital 
number within low-level origin images, objects within inter-
level image extraction to knowledge retrieved from high-level 
architecture is progressively accomplished. Amazing as it is, 
such a hierarchical information representation (HIR) for images 
that preserves spatial relationships is constructed along with the 
progressive processing, which shows an information 
framework from abstract to material and a hierarchical 
transition from discrete to continuous. Considering the gap 
between the discrete world of digital objects and the Euclidean 
world of their continuous interpretations, this paper proposes a 
progressively hierarchical image representation, in which there 
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coexist discrete and continuous descriptions of the same object 
preserved topological relation equivalency.  
 
This framework consists of four levels: two extreme levels: 
device and continuous levels, and additional two intermediate 
levels: logical and conceptual levels. The device level 
represents the physical problem (Fig.2a/a’) whereas the models 
in the continuous level are topological spaces which allow us to 
use the well-known results of continuous topology (e.g. 
polyhedral topology) (Fig.2b/b’). The additional two 
intermediate levels are used to bridge the two extreme levels, 
which allow a progressive evolution from the discrete object to 
the Euclidean one, and vice versa. The logical level is closer to 
the device level and it is used for processing, for writing 
algorithms and to show their correctness (Fig.2c/c’). The 
conceptual level is the nearest to the continuous level and it is 
used to translate results and notions from the continuous level 
to the logical level (Fig.2d/d’).  
 
3.2 

3.2.1 

3.2.2 

A Multi-Level Functional Architecture 

Because a digital space fixes, among all the possible 
continuous interpretations, just one for each digital object, this 
continuous interpretation of a digital object is represented at 
each level of the architecture using a different model; in 
particular, the corresponding model at the continuous level is a 
Euclidean polyhedron, called the continuous analogue of the 
object. According to target applications, in each one of them 
we can use different models.  
 
To illustrate our purpose, we introduce an empirical functional 
structure in dimension 2 that efficiently reflects the proposed 
representation. Inside the modelling structure, objects are 
represented with four different models: discrete, discrete 
contours, discrete analytical, and continuous. In the 
hierarchical structure, links between the different consecutive 
levels allow us to manipulate and propagate modifications 
locally. Updating the whole structure is thus not systematically 
needed. Of course such a framework comes with a prize. The 
complexity of the hierarchical structure is much more complex 
than classical topology based modelling or imaging softwares. 
 
Let the full image G be subdivided into n disjoint objects 
Oi⊆cell2(G) (i=1,2,..,n), which is a set of 2-cells with domain 
fp

* of homogeneous feature value (Fig. 2).  
 

0-Device Level: corresponds to the classical discrete 
representation of image elements (pixels) in a computer screen. 
Each pixel is represented by a square topological face 
associated with a colour feature embedding. Moreover, integer 
coordinates are attached to each topological vertex.  
 
A discrete model of O in this level is the subcomplex 

={x G; x ≤ y, y O} induced by the cells in O, and ∈ ∈

∈f

f
OD

→
pf p

* for any cells (Fig. 2a). This level has a very few degree 
of abstraction and we only represent the physical aspects of the 
objects. 
 

1-logical level: corresponds to the contours obtained 
for each 4-connected region with homogeneous feature vector. 
The representation of these contours is based on the inter-pixel 
model (Kovalevsky, 1989). Each discrete point is represented 
by a 0-cell and two successive points are linked by a 1-cell (Fig. 
2b). This representation simplifies the coverage of level 0 
regions boundaries. There is no embedding at this level and 
geometrical information needed for the visualization of the 
level are located in level 0 and can be accessed from level 1.  
 
A discrete border model of O in this level is an undirected 
graph , whose vertices are 0-cells and linked by 1-cells in O, 
moreover two of those cells x, y are adjacent if there exists a 

common face a≤x∩y such that (x), (y)∈f

f
OL

→
f

→
f p

*. 
 
In this level, we consider the proximity aspects of the objects 
and so, we can study some properties of topological nature. 
The main function of this level is to be the support for writing 
the algorithms and to prove their correctness. Because  is 
not planar, this level is far from the mathematical model. So we 
need the conceptual level as an interface between the level 
above and the continuous level. 

f
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Fig. 2 Multi-level hierarchical representation for digital images: 

(a) discrete level; (b) logical level; (c) conceptual level; (d) 
continuous level. 
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3.2.3 

3.2.4 

2-Conceptual Level: is an implicit representation of 
the discrete border primitive. It corresponds to the discrete 
analytical description of the level 1 region contours. More 
precisely, each contour is described as a discrete analytical 
polygon computed according to the given models. For the sake 
of simplified solution, we flatten out the graph  in a natural 
way and we get the planar graph (Fig. 2c). In this graph there 
are two different kinds of vertices: 0-cells and centroids of 1-
cells. Observe that this graph is a triangulation of the Euclidean 
plane, which makes up the conceptual level. 

f
OL

 
A discrete analytical model of O is an induced directed graph 

, whose vertices are the centroids Θ(x) of all 0-cells and 1-

cells x∈G with (x)∈f

f
OC

→
f p

*, and its directed edges are pairs 
(Θ(x), Θ(y)) with x<y. 
 

3-Continuous Level: is an explicit representation. In 
this level, each region is described as a Euclidean polygon with 
attribute features in the classical boundary representation form. 
The primitive of this level may be created using the tools 
available inside the modeller, or may be the result of the 
reconstruction process applied on level 0. 2D Euclidean vertex 
coordinates and face features are associated to the continuous 
model of O in this level (Fig. 2d). 
 
A simplicial analogue  is an order complex associated to the 
directed graph . This is, <Θ(α

f
OS

f
OC 0), Θ(α1), …, Θ(αm)> is m-

simplex of  if Θ(αf
OS 0), Θ(α1), …, Θ(αm) is a directed path in 

.This simplicial complex defines the simplicial level for the 
object O in the architecture and, finally, the continuous 
analogue of O is the underlying polyhedron | | of . 

f
OC

f
OS f

OS
 
When given a concrete problem, we must choose specific 
models in each level and functions which can support the 
functionality that we have described. Specifically, suppose that 
these chosen models are D, L, C and S for the device, logical, 
conceptual and continuous level, respectively. Let Ω(D), Ω(L), 
Ω(C) and Ω(S) be the sets of the objects of these models. Then 
here are several mappings: (1) a 1-1 mapping i:Ω(D)→Ω(L); (2) 
a natural mapping π: Ω(L)→Ω(C) and π*:Ω(C)→Ω(L); (3) a 
suitable mapping j:Ω(C) and Ω(S). So we have the following 
functional architecture: 
 

)()(

)()(

*

SΩCΩ

DΩLΩ

j

i

⎯→⎯

↓↑

⎯→⎯

ππ . 

 
This architecture provides a link between the discrete world of 
digital pictures represented by a cellular complex, and a 
Euclidean space through several other intermediate levels and, 
embodies the transitions from low-level feature to high-level 
semantic. Further, this framework involves a general method to 
associate each digital object, in an arbitrary digital space, with 
a Euclidean polyhedron called its continuous analogue, which 
naturally represents the “continuous perception” that an 
observer may take on that object. The multilevel architecture 
and, particularly, continuous analogues of objects can be 
applied to obtain new results in digital topology, by translating 
the corresponding continuous results through the levels of the 
architecture. Thus it may be interesting for integrating 

geographic information system and remote sensing in higher 
levels. 
 
 

4. A ROOT TREE STRUCTURE OF OBJECTS 

The proposed hierarchical framework preserves spatial 
relationships, raising a suitable condition for image 
segmentation to incorporate spatial information related to 
adjacency between pixels. Thus this multi-level image 
representation allows manipulating and propagating 
modifications locally (Fig.2, Fig.3). We locally modify the 
segmentation of the digital image by filling the fragmental 
regions in order to obtaining desired-only regions. Thus, we 
can determine which cells must be removed in the other levels. 
Indeed, in the original digital image, these cells where 
surrounded by two faces are represented with different colors. 
After the edits, these cells are surrounded by two faces with the 
same color. Using the links between level 0 and level 1, we can 
easily find the cells of level 1 having been removed. And so on 
for level 2 and level 3. Here, the main interest of using links of 
the structure is that we can make local modification without re-
computing the entire structure. 
 
Suppose the full image and the discrete level correspond to two 
extreme levels of objects: the root and leafs of a tree, 
respectively. Starting with an arbitrary pixels, objects and 
features can be extracted easily through a down-top region 
merging cluster in different scales. While performing the 
down-top union of regions (children) at one level into a single 
larger region (parent) at the next higher level of the tree, 
regions are grouped together according to similarities between 
their feature vectors, which include such features as colour 
information, orientation, texture, size, energy, and neighbour 
information. Any other levels of segmented regions lie betwixt 
the two extreme levels. Hence a root tree structure is 
constructed in a simple and “natural” way the regions 
according to their topology and, where each level consists of 
two data structures, a weight graph Wlevel(Nlevel, Elevel) and a 
disjoint-region set Rlevel

 (Corme, 1990).  
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Fig. 3 Discrete segmentation operation based on the multi-level 
image representation 
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Fig.4. A root tree structure of objects 
 
In the tree construction (Fig. 4), the root node denotes the 
border of the whole image where all the regions are included, 
the leaf nodes denote all pixels of the discrete level, other 
nodes of the tree denote regions Nlevel and has a feature vector 
characterizing those regions, each region in Rlevel is one node or 
a group of nodes from the next lower level. Two nodes are 
linked by an edge if and only if their corresponding regions are 
adjacent each other. The weighted graph in each level is 
composed of the nodes and edges within this level. The 
undirected dot-edges in each level define the spatial 
relationships between the nodes, and the weight of each edge 
defines the degree of the similarity between those two nodes. 
The relationship among the disjoint-set in each level is 
illustrated by the groupings. The directed solid-edges of 
regions in different levels reflect the inclusion relationships 
between them. Since regarded as a rooted “directed” tree, and 
in which from a given region stored, there is only one path to 
the root, this is, the map from the parent node to child nodes is 
1: n (n∈Z). Given this directed notion of a rooted tree, a rooted 
sub-tree can be defined for each node of the tree. As a 
consequence, for each region which contains included regions, 
a sub-tree is recursively generated. The parent node shall 
directly inherit attribute features of the first child with smallest 
feature distance among all the edges connected to this node. 
 
The tree-like organization embodies reflecting the relationships 
of regions and their attribute features. For each region stored in 
the tree, we can directly access to the included regions, the 
parent region, (e.g. vertical navigation), or adjacent regions 
(horizontal navigation) (Maire et al., 2005). Once the tree 
structure is stored, further complementary manipulating is 
possible for local modification without recomputing the entire 
structure. 
 
 

5. DISCRETE IMAGE SEGEMETAION 

As a practical instance, a region growing algorithm that 
efficiently constructs this root tree structure is proposed. The 
sequential process is described as four steps. 
 
5.1.1 

5.1.2 

5.1.3 

5.1.4 

Step 1. Initialization: To reduce the computation 
complexity, the image is initially partitioned into small K×K (K 
varies by image size, usually equates to 4 or 8) blocks 
composed of topological connected pixels with similar image 
features. Each blob has an associated set of features measured 
from the original pixel spectral features of the image. Based on 
these extracted features and the neighboring relationships 
among blobs, the one-level is built. 
 

Step 2. Region Merging Cluster: A recursive node 
clustering and region merging are performed at each level 
using a bottom-up strategy. At the end of each iteration, the 
algorithm has completed one level of the hierarchy, so a new 
level is constructed and the structure is updated. The procedure 
is repeated until the stopping condition has been attained, 
which is defined as either the desired final number of objects, 
or the maximum feature distance (threshold) below which 
clusters may be combined. Or if not specified, the algorithm 
will continue until a full tree structure of the original image is 
built with the root node of the tree being a single object 
corresponding to the whole image.  
 

Step 3. Extraction of Geometry and the Adjacency 
Relation: Geometry and the topological relation in each level 
are extracted for each region detected during step 2, and stored 
in the database. When progressively recognizing, classifying 
and integrating image objects (nodes) from different regions in 
intra-level or inter-level, besides just colour and geometry 
information, multi-dimensional information, including the 
orientation, texture, size, energy, and neighbour relationships 
between objects are considered in the processing of region 
merging cluster.  
 

Step 4.  Building the tree structure: Based on 
segmentation results, and by analyzing topology relations and 
feature vectors, the regions are recursively created and stored 
in the tree structure and, so region inclusions are recursively 
deduced and propagated to the whole segmented image by 
adjacencies relations. Hence the tree-like organization of the 
hierarchical relations of spatial objects reflects hierarchical 
topological relations of spatial objects. From this tree structure, 
objects and features can be extracted easily through a top-down 
traversal of the final hierarchical structure of the image. 
 
In our practical instance, to ensure low computation 
complexity, the second low computation complexity, the step 2 
requires that each single-node region merge with at least one 
other region in this level. So, before a new level is generated, 
this iteration guarantees that all sets of the current Slevel include 
at least two nodes. As a consequence, each new level of the 
hierarchy is guaranteed to have no more than half the number 
of nodes as the previous level, ensuring fast convergence of the 
algorithm. 
 
 

6. CONCLUSION AND FUTURE WORK 

In this paper we presented a multi-level hierarchical 
information representation (HIR) for images that preserves 
topological relation equivalency and a set functional 
architecture that efficiently reflects this representation. Each 
level corresponds to a particular representation of the same 
object: discrete, discrete border, discrete analytical of regions, 
and continuous representations. Each level is linked with the 
levels above and below itself by transition mapping. This 
ensures the topological relation equivalency between all the 
representations. In the proposed hierarchical framework, a 
progressive region growing method is used to subdivide image 
into regions and to construct a tree-object structure reflecting 
their spatial relationship. The particularity of this method is 
that it incorporates spatial information related to adjacency 
between pixels, while keeping connecting regions and their 
topology generated in different scales. As a short term goal, we 
plan to develop spatial relationship of discrete digital objects, 
while more studies in details for the propagation of local 

 

In: Stilla U et al (Eds) PIA07. International Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences, 36 (3/W49B)
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯

189



 

modifications along with the hierarchical multi-level will be 
pursued in the future. 
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